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TevatronThe Tevatron 
Proton-antiproton collider 
Run II: √s = 1.96 TeV 

Two general-purpose 
experiments: CDF, DØ 

Total integrated luminosity: 
10 fb–1 per experiment
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Forward-Backward Asymmetry
Heavy quark pair production in pp collisions 

Leading order QCD: symmetric under Q ↔ Q 

NLO QCD: production process qq → QQ asymmetric → interference between 
Born/box diagrams and initial/final state radiation (Kühn, Rodrigo, 1999) 
Production process gg → QQ remains symmetric 
Additional asymmetry contributions: electroweak effects 

Forward-backward asymmetry AFB  
 
 

Forward/backward usually defined in terms of rapidity 
difference of quarks and antiquarks Δy = yQ – yQ  
→ invariant under boosts in beam direction 
LHC: symmetric pp collisions → AFB = 0, 
measure charge asymmetry AC  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AFB =
NF � NB

NF + NB

Rapidity

QQ

 Recent review: Aguilar-Saavedra, Amidei, Juste, Pérez-Victoria, Rev. Mod. Phys. 87 (2015) 421 

http://journals.aps.org/rmp/abstract/10.1103/RevModPhys.87.421
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History of Top AFB

2008: first Tevatron Run II 
measurements (1–2 fb–1)  
indicate large AFB 

2011: results on about half of Run II 
dataset → discrepancies between data 
and NLO expectation at level of 3 SD for 
large tt invariant mass (CDF) 

Triggered extensive measurement 
program (Tevatron & LHC)  

O(150) theory papers:  
improved standard model calculations, 
many BSM ideas 
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mass, within uncertainties, the asymmetry at all correction
levels agrees with predictions consistent with zero. At
high-mass, combining statistical and systematic uncertain-
ties in quadrature, the asymmetries at all levels exceed
the predictions by more than 3 standard deviations. The
parton-level comparison is summarized in Fig. 14. For
Mt!t ! 450 GeV=c2, the parton-level asymmetry in the t!t
rest frame is At!t ¼ 0:475# 0:114 (statþ sys), compared
with the MCFM prediction of At!t ¼ 0:088# 0:013.

VIII. CROSS-CHECKS OF THE MASS
DEPENDENTASYMMETRY

The large and unexpected asymmetry at high-mass de-
mands a broader study of related effects in the t!t data. We
look for anomalies that could be evidence of a false posi-
tive, along with correlations that could reveal more about a
true positive. In order to avoid any assumptions related to
the background subtraction, we make comparisons at the
data-level, appealing when necessary to the full t!tþ bkg
simulation models.

A. Lepton type

All of our simulated models predict asymmetries that are
independent of the lepton type: PYTHIA predicts asymme-
tries that are consistent with zero, and the Octet models
predict asymmetries that are consistent with each other.
The data are shown in Table XIV. At high-mass, both
lepton types show positive asymmetries consistent within
errors.

B. Reconstruction

It is conceivable that a reconstruction error could pro-
duce an asymmetry from symmetric inputs. The quality
of the reconstruction is summarized by a !2 that measures
the consistency of the solution with the t!t hypothesis.
The distribution of !2 in our sample, shown in Fig. 15, is
in very good agreement with the prediction, including a
good match on the long tail. When the sample is restricted
to high quality fits with !2 % 3:0, we find 338 events
in which At!t ¼ &0:033# 0:065 at low mass and
At!t ¼ 0:180# 0:099 at high-mass. Although the statistical
precision is diminished in this small sample, it suggests
that the high-mass asymmetry is present in the best
reconstructed events. Since the !2 requirement rejects a
significant fraction of the background, it also suggests that
the high-mass asymmetry is not a background related
effect.
To test for possible reconstruction biases related to b

tagging, we rerun the reconstruction algorithm removing
the constraint that b-tag jets be matched to b partons. We
find At!t ¼ 0:006# 0:034 at low mass and At!t ¼ 0:190#
0:050 at high-mass. When we further separate the events by
lepton charge, the "ylh asymmetries are A&

lh ¼ &0:190#
0:074 and Aþ

lh ¼ 0:190# 0:069. The large forward-
backward charge asymmetry at high-mass is seen to be
independent of the use of b& jet identification in the
reconstruction.

C. b& Jet Identification

All of our simulated models predict asymmetries that are
independent of whether one or two jets are b tagged. In the
data, the asymmetry in the single and double two b-tag
samples are consistent with each other, although at high-
mass the statistical precision of the double tagged sample is
marginal.
In the background dominated antitags, the inclusive and

low mass samples have small asymmetries that agree with
the prediction. In the high-mass antitag sample we find
At!t ¼ 0:044# 0:035, consistent with either the model pre-
diction of zero or a slight excess due to the t!t component
there. Mixing backgrounds and t!t in the expected ratio and
assuming the t!t component has an asymmetry of 0.266 (as
in Table XIII), we find a total expected asymmetry in the
antitag sample of At!t ¼ 0:079# 0:034 in agreement with
the data.

TABLE XIII. Asymmetry At!t at high and low mass compared
to prediction.

selection Mt!t < 450 GeV=c2 Mt!t ! 450 GeV=c2

data &0:016# 0:034 0:210# 0:049
t!tþ bkg þ0:012# 0:006 0:030# 0:007
(MC@NLO)

data signal &0:022# 0:039# 0:017 0:266# 0:053# 0:032
t!t þ0:015# 0:006 0:043# 0:009
(MC@NLO)

data parton &0:116# 0:146# 0:047 0:475# 0:101# 0:049
MCFM þ0:040# 0:006 0:088# 0:013
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FIG. 14 (color online). Parton-level asymmetry in "y at high
and low mass compared to MCFM prediction. The shaded region
represents the total uncertainty in each bin.

EVIDENCE FOR A MASS DEPENDENT FORWARD- . . . PHYSICAL REVIEW D 83, 112003 (2011)

112003-17

[PRD 83 (2011) 112003]

http://journals.aps.org/prd/abstract/10.1103/PhysRevD.83.112003
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Outline

5

Inclusive and differential tt asymmetry

Leptonic tt asymmetry

 bb asymmetry at low and high energies
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AFB: Observables

Raw asymmetry: asymmetry as reconstructed  
→ detector-dependent (different phase space coverage) 

tt asymmetry at parton level (also: “production level”) 
Correction of observables to parton level: unfolding using NLO MC simulation 
Results directly comparable to calculations, but some model dependence 
Inclusive or differential in kinematics of tt system (e.g. mtt, production angle) 

Leptonic asymmetry: 
Charge asymmetry of leptons from top decay → clean, small migration effects  
(but dependence on top polarization in addition to asymmetry → complementary)  
 
 

Dileptonic asymmetry A!!: asymmetry in Δη = η!+ – η!– of lepton pair

6

A`
FB =

N`(q`⌘` > 0) � N`(q`⌘` < 0)
N`(q`⌘` > 0) + N`(q`⌘` < 0)
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Top: Inclusive Asymmetry

Inclusive AFB in lepton+jets channel 
Kinematic reconstruction of tt system 
t and t distinguished by lepton charge in 
leptonically decaying top 
Correction to parton level: matrix unfolding 
DØ: include lepton + 3 jet final states 

Tevatron results on full Run II datasets: 
CDF:  AFB = 0.164 ± 0.047 (PRD 87 (2013) 092002)  
DØ: AFB = 0.106 ± 0.030 (PRD 90 (2014) 072011)     

Most recent standard model predictions: 
AFB = 0.095 ± 0.007 (NNLO QCD + NLO EW, 
Czakon et al., arXiv:1411.3007) 
AFB = 0.100 ± 0.006 (aN3LO QCD + NLO EW, 
Kidonakis, PRD 91 (2015) 071502 (R))
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Because the resolution corrections can cause migration
of events across bins, the populations in the final parton-
level distributions are correlated. In all binned parton-level
distributions, the error bars on a given bin correspond to the
uncertainty in the contents of that bin, but they are not
independent of the uncertainties corresponding to other
bins in the distribution. When we calculate derived quan-
tities such as AFB, we use the covariance matrix associated
with the unsmearing procedure to propagate the uncertain-
ties correctly.

Several sources of systematic uncertainty must be ac-
counted for when applying the correction procedure. In
addition to uncertainties on the size and shape of the back-
ground prediction, there are also uncertainties related to the
signal Monte Carlo sample used to model the acceptance
and detector response. These signal uncertainties include
the size of the jet energy scale corrections [25], the amount
of initial- and final-state radiation, the underlying parton-
distribution functions [33], the modeling of color reconnec-
tion [34], and the modeling of parton showering and color
coherence.We evaluate these uncertainties by repeating the
measurement after making reasonable variations to the
assumptions that are used when modeling the detector
response. For example, to estimate the effect on our mea-
surement of uncertainty in parton shower and color coher-
ence models, we compare two detector response models,
one using the Lund string model [21] and one using the
Catani-Seymour dipole model [35]. We also include a

systematic uncertainty for the correction algorithm itself,
taking the difference between the true value in POWHEG and
the average result from the simulated experiments based on
POWHEG described above as the uncertainty resulting
from the correction procedure. The systematic uncertainties
on the inclusive AFB measurement are shown in Table V,
and the total systematic uncertainty is found to be small
compared to the statistical uncertainty. When adding the
systematic uncertainties to the covariance matrices that
result from the unfolding procedure, the systematic uncer-
tainties are assumed to be 100% correlated across all bins.
Applying the correction procedure to the data of Fig. 9

yields the distribution shown in Fig. 13, where the mea-
sured result is compared to the SM POWHEG prediction.
Both the prediction and the observed data distributions are
scaled to a total cross section of 7.4 pb, so that Fig. 13
shows the differential cross section for t!t production as a
function of "y. The measured values are summarized in
Table VI. We measure an inclusive parton-level asymmetry

TABLE IV. Average parton-level asymmetry values in 10 000
simulated experiments with Octet A.

j"yj
Average

measured AFB

Average
uncertainty

True
AFB

Inclusive 0.162 0.039 0.156
0:0 ! j"yj< 0:5 0.056 0.035 0.052
0:5 ! j"yj< 1:0 0.180 0.055 0.158
1:0 ! j"yj< 1:5 0.316 0.078 0.295
j"yj " 1:5 0.434 0.128 0.468

TABLE V. Systematic uncertainties on the parton-level AFB

measurement.

Source Uncertainty

Background shape 0.018
Background normalization 0.013
Parton shower 0.010
Jet energy scale 0.007
Initial- and final-state radiation 0.005
Correction procedure 0.004
Color reconnection 0.001
Parton-distribution functions 0.001
Total systematic uncertainty 0.026
Statistical uncertainty 0.039
Total uncertainty 0.047
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FIG. 13 (color online). (top) The differential cross section
d!=dð"yÞ as measured in the data after correction to the parton
level compared to the SM prediction. Uncertainties include both
statistical and systematic contributions and are correlated be-
tween bins. (bottom) The difference between the data and
prediction divided by the prediction.

TABLE VI. The measured differential cross section as a func-
tion of "y. The total cross section is normalized to 7.4 pb. Errors
include both statistical and systematic contributions, and are
correlated across bins.

"y d!=dð"yÞ (pb)
! %1:5 0:13& 0:05
%1:5 to %1:0 0:36& 0:07
%1:0 to %0:5 0:95& 0:10
%0:5 to 0.0 1:66& 0:14
0.0 to 0.5 1:82& 0:13
0.5 to 1.0 1:37& 0:09
1.0 to 1.5 0:76& 0:09
" 1:5 0:35& 0:07

T. AALTONEN et al. PHYSICAL REVIEW D 87, 092002 (2013)

092002-12

systematic uncertainty on the reconstruction-level AFB, we
vary the modeling according to the estimated uncertainty in
the relevant parameter of the model and propagate the effect
to the result. The systematic uncertainties on the production-
levelAFB are evaluated by including the effects of systematic
variations on the simulated background-subtracted PD into
the ensemble tests. To find the expected uncertainty due to
each categorywe use dedicated ensembles generatedwithout
statistical fluctuations and with only the relevant systematic
effects. The total uncertainties on the production-level AFB
are taken from ensembles built including both statistical
fluctuations and systematic effects (see Sec. VII).
The background model category includes the following

sources,which affect the properties predicted for background
events. The leptonic asymmetry of theW þ jets background
is varied within its uncertainty of 3% [10]. The rate of heavy-
flavor production within W þ jets production is varied by
"20% [25,45]. The efficiencies for lepton identification, and
the probabilities for a jet to bemisidentified as a lepton, taken
as functions of lepton momentum, are varied within their
uncertainties to account for the uncertainty on the number of
background events from multijet production [23]. This
variation affects both the background shape and normaliza-
tion. Uncertainties associated with the modeling of the
discriminant, Dc, transverse momentum of the W boson
andMmin

jj , as well as potentially increased background levels
at high lepton pseudorapidity are also quantified by modi-
fying the background model [10].
The signal model category includes the sources of

uncertainty that affect the properties predicted for signal
events other than the ones accounted for in the PDFs and
pileup category. The top-quark mass is varied according to
the combined Tevatron measurement of Ref. [46]. The
effect of higher-order corrections to tt̄ production is
estimated by replacing the migration matrix M from
Eq. (4) simulated by MC@NLO with the one simulated
by ALPGEN, which uses tree-level matrix elements. The
b-quark fragmentation function is varied within its uncer-
tainties [46], which also affects background modeling.
The signal model category also includes the uncertainties

associated with gluon radiation. The total amount of

initial-state radiation is varied in a range consistent with
the results of Ref. [47]. We also consider the difference in
the predicted amount of initial-state radiation between
forward and backward events, both because of contribu-
tions at order α3s and due to higher-order effects which are
modeled by the simulated parton showers [48]. We account
for this uncertainty by reducing the difference in the
distributions of the pT of the tt̄ system for forward and

TABLE IV. Systematic uncertainties on AFB, in absolute %. For
the 2D measurement, the range of changes in AFB over the sixmtt̄
bins is given.

Reconstruction level Production level

Source Inclusive Inclusive 2D

Background model þ0.7= − 0.8 1.0 1.1–2.8
Signal model < 0.1 0.5 0.8–5.2
Unfolding N/A 0.5 0.9–1.9
PDFs and pileup 0.3 0.4 0.5–2.9
Detector model þ0.1= − 0.3 0.3 0.4–3.3
Sample composition < 0.1 < 0.1 < 0.1
Total þ0.8= − 0.9 1.3 2.1–7.5 y∆
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FIG. 8 (color online). The production-level Δy distribution.
The D0 data points are shown with their statistical uncertainty
indicated by the black rectangles and their total uncertainty, based
on the diagonal elements of the covariance matrix, indicated by
the hashed areas. The histogram shows the MC@NLO prediction
[18]. The x coordinate of each data point is the observed average
of the Δy distribution in the corresponding bin.
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FIG. 9 (color online). The dependence of the forward-backward
asymmetry on jΔyj. The D0 data points are shown with the total
error bars indicating the total uncertainty, based on the diagonal
elements of the covariance matrix, while the statistical uncer-
tainties are indicated by the inner error bars. The dashed line
shows the fit to the data with the dotted lines indicating the fit
uncertainty. The horizontal lines show the MC@NLO prediction
for the asymmetry in each mtt̄ bin [18]. The last bin has no upper
boundary. The x coordinate of each data point is the observed
average of jΔyj in the corresponding bin.

V. M. ABAZOV et al. PHYSICAL REVIEW D 90, 072011 (2014)

072011-12

http://journals.aps.org/prd/abstract/10.1103/PhysRevD.87.092002
http://journals.aps.org/prd/abstract/10.1103/PhysRevD.90.072011
http://arxiv.org/abs/1411.3007
http://journals.aps.org/prd/abstract/10.1103/PhysRevD.91.071502
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Top: Inclusive Asymmetry
Inclusive AFB in dilepton channel (see also talk by B. Tuchming) 

DØ: modified matrix-element method to determine parton-level AFB  
→ measure correlated observables  AFB and top polarization simultaneously  
 
 
 
 
 
 
 
 
 

Challenge: model-independent  
calibration of analysis method 
→ additional model uncertainty 

CDF: likelihood-based tt reconstruction,  
Bayesian model to extract parton-level AFB
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Figure 12 shows the comparison between all Tevatron inclusive A

t

¯

t

FB

measurements and the NLO/NNLO SM predic-
tions. No obvious deviation is shown.
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FIG. 11: The posterior probability density for the measurement of the inclusive A

t

¯

t

FB

. A Gaussian function is fitted
to the center of the distribution to extract the result.

Figure 13 shows the posterior probability densities of A

t

¯

t

FB

(|�y

t

| < 0.5) and A

t

¯

t

FB

(|�y

t

| > 0.5) with Gaussian
functions fitted to the center of the distributions to extract the results. Fig. 14 shows the two-dimensional posterior
probability density distribution of A

t

¯

t

FB

in the two |�y

t

| regions, which indicates that the two measurements are
anti-correlated as expected. The correlation between the two observables is estimated to be -0.44. Including the
systematic uncertainties summarized in Table IV, the parton-level inclusive A

t

¯

t

FB

vs |�y

t

| are measured to be

A

t

¯

t

FB

(|�y

t

| < 0.5) = 0.12± 0.33(stat.)± 0.20(syst.) = 0.12± 0.39, (9)

A

t

¯

t

FB

(|�y

t

| > 0.5) = 0.13± 0.13(stat.)± 0.11(syst.) = 0.13± 0.17. (10)

Note that the uncertainty for |�y

t

| < 0.5 is significantly larger because of the large bin migrations in that region
which reduce the statistical power of the data.

To determine the slope, we place our data points at the bin centroids predicted by the powheg MC sample
and fit the two di↵erential At

¯

t

FB

results with a linear function with zero intercept, taking all uncertainties with their
correlations into account. The resultant slope of the linear fit is ↵ = 0.14±0.15. Figure 15 shows a comparison of At

¯

t

FB

vs. |�y

t

| results of this measurement to other Tevatron measurements [6, 7] as well as the NNLO SM predictions [3, 5].
All results are consistent with each other within statistics.
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FIG. 2: [color online] Accumulation of likelihood functions (
∑

events Lzi(K), with K along the vertical axis) versus the corre-
sponding true parton level quantity (Ktrue along the horizontal axis) in tt̄ MC events after applying the selection criteria for (a)
K = ∆ytt̄, (b) K = cos θ+, and (c) K = cos θ−. Each single MC event i contributes in these plots with a complete distribution,
Lzi(X), along the vertical axis for a given value on the horizontal axis, Ktrue. The shades of color indicate the bin contents in
arbitrary units.

Att̄. The measurement therefore needs to be calibrated.
The calibration is discussed below.

TABLE II: Raw forward-backward asymmetry in data be-
fore background subtraction, Adata

raw , asymmetry of the back-
ground, Abkg

raw, and measurement once the background contri-
bution has been subtracted, Att̄

raw. Asymmetries are reported
in percent, together with their statistical uncertainties.

Channel Adata
raw Abkg

raw Att̄
raw = Adata−bkg

raw

eµ 9.2± 3.8 0.3± 1.9 10.1± 4.2

ee 15.8± 6.4 0.1± 2.0 18.8± 7.6

µµ 6.7± 7.9 −0.3± 3.3 7.8± 9.1

Dilepton 10.1± 3.0 0.1± 1.1 11.3± 3.4

The use of an event-by-event likelihood function allows
us to define an asymmetry observable for each event

A =

∫ ∞

0
Lz(∆ytt̄)d∆ytt̄ −

∫ 0

−∞

Lz(∆ytt̄)d∆ytt̄, (6)

where the observable A averaged over the sample of tt̄
candidate events is equal to the raw asymmetry Att̄

raw.
By construction, A lies in the interval [−1,+1]. For a
perfectly reconstructed event without resolution effects,
A would be either equal to −1 for ∆ytt̄ < 0 or to +1
for ∆ytt̄ > 0. The use of A allows us to determine the
statistical uncertainty on Att̄

raw as the uncertainty on the
average of a distribution.

D. Raw estimate of κP

In the same way as in the previous section, we
use the accumulation of the likelihoods Lz(cos θ+)
and Lz(cos θ−) to estimate the distributions of cos θ+

and cos θ−. The distributions
∑

eventsLzi(cos θ
+) and

∑

eventsLzi(cos θ
−) are shown in Figs. 3(b) and 3(c), af-

ter subtracting the background contributions from the

data. The raw asymmetries, Aℓ+

raw and Aℓ−

raw, and the

raw polarization κPraw = Aℓ+

raw − Aℓ−

raw extracted from
the data are reported in Table III. As for Att̄

raw, the mea-
surement of κPraw needs to be calibrated to retrieve the
parton-level values of the polarization.

E. Statistical correlation between Att̄
raw and κPraw

We measure the statistical correlation between Att̄
raw

and κPraw in the data, which is needed to determine the
statistical correlation between the measurements of Att̄

and κP . In the same way as Att̄
raw is the average of an

event-by-event asymmetry A, the raw asymmetries Aℓ+

raw

and Aℓ−

raw are the averages of event-by-event asymmetries
denoted by Acos θ+ and Acos θ− . The correlation between
Att̄

raw and κPraw is identical to the correlation between the
observables A and (Acos θ+ − Acos θ−). This correlation
is determined from the background subtracted data by
computing the RMS and mean values of the distributions
of A, (Acos θ+ −Acos θ−), and A · (Acos θ+ −Acos θ−):

cor(Att̄
raw,κPraw) =

< A · (Acos θ+ −Acos θ−) > −Att̄
raw · κPraw

RMS(A) · RMS(Acos θ+ −Acos θ−)
. (7)

We report the values measured in data in Table IV.

VI. RESULTS CORRECTED FOR
CALIBRATION

The calibration procedure finds a relation between the
raw asymmetry and polarization, (Att̄

raw,κPraw), obtained
after subtracting the background contributions, and the
true asymmetry and polarization (Att̄,κP ) of tt̄ events.
The calibration procedure corrects for dilution effects
that arise from the limited acceptance for tt̄ events, the
finite resolution of the kinematic reconstruction, and the

10

TABLE III: Asymmetry estimates for the cos θ± distributions. The raw asymmetry measurement in the data before background

subtraction, Aℓ±, data
raw , the asymmetry of the background, Aℓ±, bkg

raw , and the measurement once the background contribution has

been subtracted, Aℓ±, data−bkg
raw , are reported. The polarization estimates defined as κP xx

raw =Aℓ+, xx
raw -Aℓ−, xx

raw are also given. All
values are reported in percent, together with their statistical uncertainties.

Channel Aℓ+, data
raw Aℓ+, bkg

raw Aℓ+, data−bkg
raw Aℓ−, data

raw Aℓ−, bkg
raw Aℓ−, data−bkg

raw κP data
raw κP bkg

raw κPraw = κP data−bkg
raw

eµ 5.7± 4.1 0.6± 2.1 6.2± 4.6 −3.3± 4.1 2.6± 2.1 −4.0± 4.6 9.0± 5.8 −2.0± 2.4 10.2± 6.4

ee 13.4± 7.2 −3.2± 2.0 16.5± 8.6 −0.8± 7.2 −0.5± 2.1 −0.9± 8.6 14.2± 10.1 −2.7± 2.3 17.4± 12.0

µµ −9.4± 8.1 3.9± 3.6 −11.5± 9.4 −3.7± 8.1 2.3± 3.5 −4.7± 9.3 −5.7± 11.8 1.5± 3.7 −6.9± 13.7

Dilepton 4.6± 3.3 0.2± 1.3 5.2± 3.7 −2.9± 3.3 1.7± 1.2 −3.5± 3.7 7.5± 4.7 −1.5± 1.4 8.7± 5.3
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FIG. 3: [color online] Estimated distribution of the (a) ∆ytt̄, (b) cos θ+, and (c) cos θ− observables in dilepton events
after subtracting the expected background contribution. Deviations beweeen the background-subtracted data and MC can
be attributed to statistical fluctuations. The background-subtracted data asymmetries and the MC asymmetries extracted
from these distributions are also reported. These raw asymmetries need to be corrected for calibration effects to retrieve the
parton-level asymmetries.

TABLE IV: Measurement of the statistical correlation be-
tween the asymmetry Att̄

raw and the polarization κPrawfor the
data, background, and background subtracted data. Values
are reported in percent, together with their statistical uncer-
tainties.

Channel Data Background Data−Background
eµ 27± 6 9± 3 28± 6
ee 10± 12 9± 3 9± 14
µµ 36± 10 6± 5 39± 12
Dilepton 26± 5 9± 2 28± 5

simplified assumptions used in the matrix element inte-
gration (e.g., leading order ME, no gg → tt̄ ME, only
two jets considered). The relation is inverted to extract
a measurement of Att̄ and κP from the values of Att̄

raw
and κPraw observed in data.

The nominal calibration is determined using a sample
of simulated tt̄ mc@nlo dilepton events. The procedure
is repeated with the samples from the other generators
(see section IVA and IVB) to determine different sys-
tematic uncertainties. We normalize the individual ee,
eµ, and µµ contributions to have the same proportions
as observed in the data samples after subtracting the ex-
pected backgrounds.

A. Samples for calibration

We produce test samples from a nominal MC sample
by reweighting the events according to the true value of
the parton-level ∆ytt̄, cos θ

+, and cos θ−. The reweight-
ing factors are computed as follows.

1. Reweighting of lepton angular distributions

The general expression for the double differential lep-
ton angle distribution is [5]

d2σ

d cos θ+d cos θ−
=

1

2

(

1 + κ+P+ cos θ+ + κ−P− cos θ−

− C cos θ+ cos θ−
)

, (8)

where C is the spin correlation coefficient, which is
≈ 90% in the SM. In the beam basis one has κP ≈
κ+P+ ≈ −κ−P−. We use this relation to reweight a
given MC sample to simulate a target polarization of
κPtest =

1
2 (κ

+P+ − κ−P−).

http://www-cdf.fnal.gov/physics/new/top/2015/AFB_tt_CDF/index.html
http://arxiv.org/abs/1507.05666
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Asymmetry (%)
20− 0 20 400.5−

7.5

arXiv:1507.05666
)-1D0 Combination (9.7 fb  2.8±11.8 

arXiv:1507.05666
)-1D0 Dileptons (9.7 fb  6.3±17.5 

PRD 90, 072011 (2014)
)-1D0 Lepton+jets (9.7 fb  3.0±10.6 

CDF Public Note 11161
)-1CDF Combination (9.4 fb  4.5±16.0 

CDF Public Note 11161
)-1CDF Dilepton (9.1 fb   13±  12 

PRD 87, 092002 (2013)
)-1CDF Lepton+jets (9.4 fb  4.7±16.4 

NLO SM, W. Bernreuther and Z.-G. Si, PRD 86, 034026 (2012)
NNLO SM, M. Czakon, P. Fiedler and A. Mitov, arXiv:1411.3007

tt
FBTevatron A

All inclusive measurements compatible with standard model 
predictions within ≤1.5 standard deviations.

(AFB in %)
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Differential parton-
level asymmetries 

|Δy| dependence 
Expect linear 
increase, slope α 
CDF: strong 
increase (>2 SD 
above NLO QCD) 

mtt dependence 
Expect mild increase 
CDF: strong 
increase (>2 SD 
above NLO QCD) 
DØ: <1 SD above 
NLO predictions, 
little mtt dependence
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IX. DEPENDENCE OF THE ASYMMETRYON THE
TRANSVERSE MOMENTUM OF THE t !t SYSTEM

The QCD asymmetry at NLO arises from the sum of two
different effects [1]. The interference of the 2 ! 2 LO tree-
level diagrams (upper left of Fig. 21) and the NLO box

diagrams (upper right) produces a positive asymmetry
(‘‘Born-box’’ interference), while the interference of
2 ! 3 tree-level diagrams with initial-state (lower left)
and final-state radiation (lower right) produces a negative
asymmetry (‘‘ISR-FSR’’ interference). In the latter final
state, t!t plus an additional jet, the t!t system acquires a
transverse momentum pt!t

T , while in the former case with an
exclusive t!t final state, all events have pt!t

T ¼ 0. The result-
ant SM asymmetry at NLO is therefore the sum of two
effects of different sign, with very different pt!t

T depen-
dence. The virtual effects from Born-box interference are
larger, leading to a net positive asymmetry. Recent work
has also emphasized that color coherence during the ha-
dronization process can produce a significant pt!t

T depen-
dence for the asymmetry in Monte Carlo generators that
include hadronization [4], with the degree of the pt!t

T de-
pendence varying greatly depending on the details of the
implementation of color coherence [10]. The verification
of the pt!t

T dependence of the asymmetry is therefore crucial
to understanding the reliability of the SM predictions for
AFB [4], as well as testing for possible new effects beyond
the SM.
In this section, we first compare and discuss several

predictions for AFBðpt!t
TÞ. We then compare the data to

two of these predictions (the NLO with hadronization
prediction from POWHEG and the LO with hadronization
prediction from PYTHIA), showing that the asymmetry in
the data displays the same trend with respect to pt!t

T as
observed in both POWHEG and PYTHIA, and that the excess
inclusive asymmetry in the data is consistent with a
pt!t
T-independent component.
We define the pt!t

T dependence of the asymmetry as

AFBðpt!t
TÞ ¼

NFðpt!t
TÞ $ NBðpt!t

TÞ
NFðpt!t

TÞ þ NBðpt!t
TÞ
: (8)

The expected SM parton-level asymmetry is shown for
four predictions in Fig. 22. The matrix elements for
PYTHIA are LO for t!t production, with some higher-order
effects approximated through hadronization. There is es-
sentially no net inclusive asymmetry in PYTHIA due to the
underlying 2 ! 2 matrix elements in the hard-scattering
process; gluon emission during hadronization results in a
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FIG. 20 (color online). (a) The parton-level Mt!t distributions
for events with positive and negative "y and (b) the parton-level
forward-backward asymmetry as a function ofMt!t with a best-fit
line superimposed. The last bin contains overflow events.
Uncertainties are correlated and include both statistical and
systematic contributions. The shaded region in (b) represents
the theoretical uncertainty on the slope of the prediction.

TABLE XIII. The asymmetry at the parton level as measured
in the data, compared to the SM t!t expectation, as a function of
Mt!t.

Parton level Data SM t!t
Mt!t (GeV=c

2) AFB & stat& syst AFB

<450 0:084& 0:046& 0:030 0:047& 0:014
450–550 0:255& 0:062& 0:034 0:090& 0:027
550–650 0:370& 0:084& 0:087 0:117& 0:035
' 650 0:493& 0:158& 0:110 0:143& 0:043
<450 0:084& 0:046& 0:030 0:047& 0:014
' 450 0:295& 0:058& 0:033 0:100& 0:030

FIG. 21. Interfering q !q ! t!t (top) and q !q ! t!tj (bottom)
diagrams.
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backward events by 25%, a value derived from Ref. [48].
We also account for the possibility that the mismodeling of
this variable in the lþ 3 jet final state affects AFB by
reweighting this distribution to match the D0 data, similarly
to the procedure used in Ref. [10].

The uncertainties due to unfolding are dominated by the
calibration uncertainties. The uncertainties associated with
the choice of the regularization strength and statistical
fluctuations in the Monte Carlo samples used to find the
migration matrix are also included.
The PDFs and pileup category includes uncertainties on

the modeling of the pp̄ collisions. The main uncertainties
are from the PDFs, which primarily affect the Δy distri-
bution of the W þ jets background. These uncertainties are
evaluated by varying the contributions of the various
eigenvectors from the CTEQ6.1 PDF [22] and by consid-
ering an alternative set of PDFs (MRST2003 [49]). The
number of additional collisions within the same bunch
crossing (pileup) affects the quality of the reconstruction.
The uncertainties on the modeling of additional collisions
are also included in this category.
The detector model category includes the following

sources of systematic uncertainty. The efficiencies of the
b-tagging algorithm for jets of different flavors, which are
measured from collider data, are varied according to their
uncertainties [11]. These variations affect the measured
AFB mostly through the estimated sample composition,
which depends strongly on the classification of data into
several channels according to the number of b tags. The
modeling of jet-energy reconstruction, including the overall
energy scale and the energy resolution, as well as jet-
reconstruction efficiencies and single-particle responses,
are all calibrated to collider data and are varied according to

TABLE V. Variation of the production-level AFB on jΔyj. The
measured values are calibrated and listed with their total
uncertainties. The theoretical predictions are based on MC@NLO

simulation.

AFB,%

jΔyj Predicted Measured

< 0.25 1.1 1.8" 1.3
0.25–0.5 2.5 5.4" 3.3
0.5–1 5.2 10.8" 4.8
> 1 11.4 21.8" 7.1

TABLE VI. The correlation factors between the measured AFB
values in different jΔyj bins.

jΔyj range
< 0.25 0.25–0.5 0.5–1 > 1

< 0.25 þ1.00 þ0.79 þ0.77 þ0.06
0.25–0.5 þ0.79 þ1.00 þ0.89 þ0.09
0.5–1 þ0.77 þ0.89 þ1.00 þ0.25
> 1 þ0.06 þ0.09 þ0.25 þ1.00
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FIG. 10 (color online). The dependence of the forward-
backward asymmetry on the invariant mass of the tt̄ system.
The D0 data points are shown with the total error bars indicating
the total uncertainty, based on the diagonal elements of the
covariance matrix, while the statistical uncertainties are indicated
by the inner error bars. The dashed line shows a linear fit to
the data with the dotted curves indicating the fit uncertainty. The
horizontal lines correspond to the MC@NLO prediction for the
asymmetry in each mtt̄ bin [18]. Shaded boxes correspond to
the prediction of Refs. [33,35]. The last bin has no upper
boundary. The x coordinate of each data point is the simulated
average of the mtt̄ distribution in the corresponding bin.

TABLE VII. Production-level asymmetries as a function ofmtt̄.
The measured values are calibrated and listed with their total
uncertainties. The theoretical predictions are based on MC@NLO

simulation.

AFB,%

mtt̄, GeV Predicted Measured

< 400 2.2 7.0" 5.1
400–450 4.6 9.3" 5.0
450–500 6.7 12.7" 5.7
500–550 8.4 16.6" 8.2
550–650 10.9 37.6" 19.0
> 650 14.8 −12.3" 29.6
Inclusive 5.0 10.6" 3.0

TABLE VIII. The correlation factors between the measured
AFB values in different mtt̄ bins. All masses are in GeV.

mtt̄ range (GeV)

< 400 400–450 450–500 500–550 550–650 > 650

< 400 þ1.00 þ0.89 þ0.39 −0.19 −0.25 þ0.12
400–450 þ0.89 þ1.00 þ0.67 þ0.10 −0.32 þ0.12
450–500 þ0.39 þ0.67 þ1.00 þ0.68 −0.27 þ0.05
500–550 −0.19 þ0.10 þ0.68 þ1.00 þ0.04 −0.12
550–650 −0.25 −0.32 −0.27 þ0.04 þ1.00 −0.41
> 650 þ0.12 þ0.12 þ0.05 −0.12 −0.41 þ1.00
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This parton-level AFBðj!yjÞ distribution is shown in
Fig. 16, with the asymmetries in each bin also listed in
Table IX. A linear fit to the parton-level results yields a
slope !!y ¼ ð25:3$ 6:2Þ % 10&2 compared to an ex-
pected slope of ð9:7$ 1:5Þ % 10&2. We use the full covari-
ance matrix (including both statistical and systematic
contributions) for the corrected AFB values when minimiz-
ing "2 in order to account for the correlations between bins
in the parton-level distribution.

VII. DEPENDENCE OF THE ASYMMETRY ON Mt !t

The dependence of AFB on the invariant mass of the t"t
system was also studied in the 5 fb&1 analyses [2,4] with
only two bins.Mt"t is correlated with the rapidity difference
!y, but because !y depends on the top-quark production
angle in addition to Mt"t, a measurement of the Mt"t depen-
dence can provide additional information about the under-
lying asymmetry relative to the AFBðj!yjÞmeasurement. In
the previous publications [2,4], the CDF and D0 measure-
ments of AFB at small and largeMt"t were consistent within
statistical uncertainties but had quite different central val-
ues, leading to an ambiguity in the comparison of the
results and their interpretation. We use the full CDF data

set and the new techniques introduced in this analysis to
clarify the dependence of AFB on Mt"t.
We start at the detector level, where we divide the data

into several mass bins and determine the number of events
with positive (NF) and negative (NB) !y in each bin, from
which we calculate the asymmetry as a function of Mt"t

according to

AFBðMt"tÞ ¼
NFðMt"tÞ & NBðMt"tÞ
NFðMt"tÞ þ NBðMt"tÞ

: (7)

The Mt"t-dependent asymmetry is compared to the NLO
t"t plus background prediction in Fig. 17 and Table X.
The Mt"t spectrum is divided into intervals of 50 GeV=c2

below 600 GeV=c2 and 100 GeV=c2 intervals above
600 GeV=c2, with the final bin containing overflow events.
TheMt"t resolution across this range varies as a function of
mass, being approximately 50 GeV=c2 at the lowest
masses and increasing to near 100 GeV=c2 at very high
mass. A linear fit of the observed data has "2=Ndof ¼
1:0=5 and yields a slope of !Mt"t

¼ ð8:9$ 2:3Þ %
10&4 ðGeV=c2Þ&1, which is nonzero with significance in
excess of 3#. The predicted slope at the reconstruction
level is ð2:4$ 0:6Þ % 10&4 ðGeV=c2Þ&1.

TABLE VIII. The asymmetry at the background-subtracted
level as measured in the data, compared to the SM t"t expectation,
as a function of j!yj.

Data SM t"t
j!yj AFB $ ðstatþ systÞ AFB

0.0–0.5 0:027$ 0:034 0:009$ 0:005
0.5–1.0 0:086$ 0:045 0:040$ 0:014
1.0–1.5 0:246$ 0:063 0:074$ 0:026
( 1:5 0:254$ 0:124 0:113$ 0:039
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FIG. 16 (color online). The parton-level forward-backward
asymmetry as a function of j!yj with a best-fit line super-
imposed. Uncertainties are correlated and include both statistical
and systematic contributions. The shaded region represents the
theoretical uncertainty on the slope of the prediction.

TABLE IX. The asymmetry at the parton level as measured in
the data, compared to the SM t"t expectation, as a function of
j!yj.

Parton level Data SM t"t
j!yj AFB $ stat$ syst AFB

0.0–0.5 0:048$ 0:034$ 0:025 0:023$ 0:007
0.5–1.0 0:180$ 0:057$ 0:046 0:072$ 0:022
1.0–1.5 0:356$ 0:080$ 0:036 0:119$ 0:036
( 1:5 0:477$ 0:132$ 0:074 0:185$ 0:056
<1:0 0:101$ 0:040$ 0:029 0:043$ 0:013
( 1:0 0:392$ 0:093$ 0:043 0:139$ 0:042

)2 (GeV/c
tt

M

A

-1CDF data, 9.4  fb
-1)2(GeV/c-4 10× 2.3) ± = (8.9 
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Total prediction
-1)2(GeV/c-4 10× 0.6) ± = (2.4 
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FIG. 17 (color online). The reconstruction-level forward-
backward asymmetry as a function of Mt"t with a best-fit line
superimposed. The last bin contains overflow events. The errors
on the data are statistical, and the shaded region represents the
uncertainty on the slope of the prediction.
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systematic uncertainty on the reconstruction-level AFB, we
vary the modeling according to the estimated uncertainty in
the relevant parameter of the model and propagate the effect
to the result. The systematic uncertainties on the production-
levelAFB are evaluated by including the effects of systematic
variations on the simulated background-subtracted PD into
the ensemble tests. To find the expected uncertainty due to
each categorywe use dedicated ensembles generatedwithout
statistical fluctuations and with only the relevant systematic
effects. The total uncertainties on the production-level AFB
are taken from ensembles built including both statistical
fluctuations and systematic effects (see Sec. VII).
The background model category includes the following

sources,which affect the properties predicted for background
events. The leptonic asymmetry of theW þ jets background
is varied within its uncertainty of 3% [10]. The rate of heavy-
flavor production within W þ jets production is varied by
"20% [25,45]. The efficiencies for lepton identification, and
the probabilities for a jet to bemisidentified as a lepton, taken
as functions of lepton momentum, are varied within their
uncertainties to account for the uncertainty on the number of
background events from multijet production [23]. This
variation affects both the background shape and normaliza-
tion. Uncertainties associated with the modeling of the
discriminant, Dc, transverse momentum of the W boson
andMmin

jj , as well as potentially increased background levels
at high lepton pseudorapidity are also quantified by modi-
fying the background model [10].
The signal model category includes the sources of

uncertainty that affect the properties predicted for signal
events other than the ones accounted for in the PDFs and
pileup category. The top-quark mass is varied according to
the combined Tevatron measurement of Ref. [46]. The
effect of higher-order corrections to tt̄ production is
estimated by replacing the migration matrix M from
Eq. (4) simulated by MC@NLO with the one simulated
by ALPGEN, which uses tree-level matrix elements. The
b-quark fragmentation function is varied within its uncer-
tainties [46], which also affects background modeling.
The signal model category also includes the uncertainties

associated with gluon radiation. The total amount of

initial-state radiation is varied in a range consistent with
the results of Ref. [47]. We also consider the difference in
the predicted amount of initial-state radiation between
forward and backward events, both because of contribu-
tions at order α3s and due to higher-order effects which are
modeled by the simulated parton showers [48]. We account
for this uncertainty by reducing the difference in the
distributions of the pT of the tt̄ system for forward and

TABLE IV. Systematic uncertainties on AFB, in absolute %. For
the 2D measurement, the range of changes in AFB over the sixmtt̄
bins is given.

Reconstruction level Production level

Source Inclusive Inclusive 2D

Background model þ0.7= − 0.8 1.0 1.1–2.8
Signal model < 0.1 0.5 0.8–5.2
Unfolding N/A 0.5 0.9–1.9
PDFs and pileup 0.3 0.4 0.5–2.9
Detector model þ0.1= − 0.3 0.3 0.4–3.3
Sample composition < 0.1 < 0.1 < 0.1
Total þ0.8= − 0.9 1.3 2.1–7.5 y∆
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FIG. 8 (color online). The production-level Δy distribution.
The D0 data points are shown with their statistical uncertainty
indicated by the black rectangles and their total uncertainty, based
on the diagonal elements of the covariance matrix, indicated by
the hashed areas. The histogram shows the MC@NLO prediction
[18]. The x coordinate of each data point is the observed average
of the Δy distribution in the corresponding bin.

|y∆|
0 0.5 1 1.5 2

F
B

A

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

…

-1fbDØ, 9.7

Data

MC@NLO

Fit to data

FIG. 9 (color online). The dependence of the forward-backward
asymmetry on jΔyj. The D0 data points are shown with the total
error bars indicating the total uncertainty, based on the diagonal
elements of the covariance matrix, while the statistical uncer-
tainties are indicated by the inner error bars. The dashed line
shows the fit to the data with the dotted lines indicating the fit
uncertainty. The horizontal lines show the MC@NLO prediction
for the asymmetry in each mtt̄ bin [18]. The last bin has no upper
boundary. The x coordinate of each data point is the observed
average of jΔyj in the corresponding bin.
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Both CDF and DØ: slope parameter α larger than predicted 
Reasonable agreement, largest deviation: CDF lepton+jets analysis (2 SD)
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PRD 90, 072011 (2014)
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CDF Public Note 11161
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)-1CDF Dilepton (9.1 fb 0.150±0.140 

PRD 87, 092002 (2013)
)-1CDF Lepton+jets (9.4 fb 0.062±0.253 

NNLO SM, M. Czakon, P. Fiedler and A. Mitov, arXiv:1411.3007 & private comm.

αy| slope ∆ vs. |tt
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Bin centroid Att̄
FB Covariance matrix
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|�yt| > 1.5 1.82 0.477 0.030 -0.830 -0.286 0.193 0.219 0.378

D
IL

|�yt| < 0.5 0.24 0.11 -0.984 -0.087 0.155 0.005 -0.008 0.006

|�yt| > 0.5 1.01 0.13 0.174 -0.322 0.930 -0.023 0.024 -0.021

TABLE VI: Bin centroids and the di↵erential At
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Normalized differential cross 
section in top production angle  

Decomposition in orthonormal 
Legendre polynomials  
 
 

Legendre moments a!:  
sensitivity to underlying dynamics  
(s-channel: only a1, t-channel: all a!) 

CDF result in lepton+jets channel 
AFB entirely due to a1  
→ new physics in s-channel? 

Preliminary comparison with NNLO 
calculation (M. Czakon, private 
communication): a! agree with NNLO 
with χ2 probability of 75%
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assuming that the nonlinear moments are as predicted by
the NLO SM calculation. Using the covariance matrix and
the fitting procedure described in Ref. [30], we fit to the
measured moments, taking the NLO SM prediction for the
nonlinear moments with their scale uncertainties as a prior
assumption, obtaining a1 ¼ 0:39" 0:11 (including statis-
tical and systematic uncertainty). Through the correlations
among the measured moments, this reduces the uncertainty
on a1 by about 10% while shifting the central value less
than 3%. The resulting curve is also shown in Fig. 4.

In conclusion, we have presented the first measurement
of the top-quark pair production differential cross section
d!=dðcos"tÞ in p !p collisions at

ffiffiffi
s

p ¼ 1:96 TeV as a func-
tion of the production angle of the top quark. In order to
probe the origin of the top-quark production asymmetry,
we decompose the angular form into Legendre

polynomials. We observe that the coefficient of the cos"t
term in the differential cross section a1 ¼ 0:40" 0:12 is in
excess of the NLO SM prediction 0:15þ0:07

&0:03, while the
remainder of the differential cross section is in good agree-
ment within the uncertainties with the NLO SM prediction.
The top-quark forward-backward asymmetry is thus com-
pletely dominated by the linear term. The result constrains
t-channel explanations of the asymmetry and favors asym-
metry models with strong s-channel components.
We thank T. Tait, S. Jung, W. Bernreuther, and Z.-G.

Si for their assistance in preparing the theoretical models
and calculations used in this Letter, and T. Rizzo for
helpful conversations. We also thank the development
teams of SCIPY, PYTABLES, MATPLOTLIB, and IPYTHON

for their useful tools [31]. We thank the Fermilab staff
and the technical staffs of the participating institutions
for their vital contributions. This work was supported
by the U.S. Department of Energy and National Science
Foundation; the Italian Istituto Nazionale di Fisica
Nucleare; the Ministry of Education, Culture, Sports,
Science, and Technology of Japan; the Natural Sciences
and Engineering Research Council of Canada; the National
Science Council of the Republic of China; the Swiss
National Science Foundation; the A. P. Sloan Foundation;
the Bundesministerium für Bildung und Forschung,
Germany; the Korean World Class University Program
and the National Research Foundation of Korea; the
Science and Technology Facilities Council and the Royal
Society, U.K.; the Russian Foundation for Basic Research;
the Ministerio de Ciencia e Innovación and Programa
Consolider-Ingenio 2010, Spain; the Slovak R&D
Agency; the Academy of Finland; the Australian
Research Council (ARC); and the EU Community Marie
Curie Fellowship Contract No. 302103.

aDeceased.
bVisitor from University of British Columbia, Vancouver,
BC V6T 1Z1, Canada.
cVisitor from Istituto Nazionale di Fisica Nucleare, Sezione
di Cagliari, 09042 Monserrato (Cagliari), Italy.
dVisitor from University of California, Irvine, Irvine, CA
92697, USA.
eVisitor from Institute of Physics, Academy of Sciences of
the Czech Republic, Prague 182 21, Czech Republic.
fVisitor from CERN, CH-1211 Geneva, Switzerland.
gVisitor from Cornell University, Ithaca, NY 14853, USA.
hVisitor from University of Cyprus, Nicosia CY-1678,
Cyprus.
iVisitor from Office of Science, U.S. Department of
Energy, Washington, DC 20585, USA.
jVisitor from University College Dublin, Dublin 4, Ireland.
kVisitor from ETH, 8092 Zürich, Switzerland.
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assuming that the nonlinear moments are as predicted by
the NLO SM calculation. Using the covariance matrix and
the fitting procedure described in Ref. [30], we fit to the
measured moments, taking the NLO SM prediction for the
nonlinear moments with their scale uncertainties as a prior
assumption, obtaining a1 ¼ 0:39" 0:11 (including statis-
tical and systematic uncertainty). Through the correlations
among the measured moments, this reduces the uncertainty
on a1 by about 10% while shifting the central value less
than 3%. The resulting curve is also shown in Fig. 4.
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d!=dðcos"tÞ in p !p collisions at
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p ¼ 1:96 TeV as a func-
tion of the production angle of the top quark. In order to
probe the origin of the top-quark production asymmetry,
we decompose the angular form into Legendre

polynomials. We observe that the coefficient of the cos"t
term in the differential cross section a1 ¼ 0:40" 0:12 is in
excess of the NLO SM prediction 0:15þ0:07

&0:03, while the
remainder of the differential cross section is in good agree-
ment within the uncertainties with the NLO SM prediction.
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lVisitor from University of Fukui, Fukui City, Fukui
Prefecture 910-0017, Japan.

FIG. 4 (color online). Fraction of cross section accruing in 10
bins of cos"t, obtained by integrating the series of Legendre
polynomials over the width of each bin.

FIG. 3 (color online). Absolute contributions of the Legendre
moments to the AFB, with theory predictions overlaid. The lines
and symbols are the same as in Fig. 2. The inset shows the 1-, 2-,
and 3-standard-deviation uncertainty ellipses.

PRL 111, 182002 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

1 NOVEMBER 2013

182002-6

http://journals.aps.org/prl/abstract/10.1103/PhysRevLett.111.182002


EPS-HEP 2015: Measurements of Forward-Backward Asymmetries at the Tevatron Ulrich Husemann 
Institut für Experimentelle Kernphysik (IEKP)

07/25/2015

Top: Leptonic Asymmetry

Leptonic asymmetry in  
lepton + jets channel 

Asymmetry in q!η! within detector 
acceptance  
Extrapolation to unmeasured η with 
empirical model 
Calculations including lepton acceptance 
cuts (NLO QCD + EW)  
→ very small model dependence 
(Bernreuther, Si, PRD86 (2012) 034026) 

Challenges:  
Control of asymmetric background from 
W+jets 
Model-independent extrapolation to full 
phase space
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systematic uncertainties on Al
FB expected in this channel.

The weighted average of the four remaining b-tagged
channels gives our combined value for Al

FB.
The lepton-based asymmetries unfolded to the produc-

tion level are summarized in Table VI and shown in Fig. 7.
The results are compared to MC@NLO-based predictions.
We also measure the differential asymmetry as a function

of jylj by applying the same procedure that is used for the
inclusive asymmetry to the qlyl bins contained in each jylj
range. The measured differential asymmetries are listed in
Table VII and shown in Fig. 8.

IX. SYSTEMATIC UNCERTAINTIES

We consider several sources of systematic uncertainty.
For most sources, we vary the modeling according to the
evaluated uncertainty in the relevant parameters of the
model, repeat the entire analysis, and propagate the effect to
the final result. This accounts for the correlations between
the channels and between the various steps of the analysis,
such as the maximal likelihood fit, the fit for α, and
the unfolding. Some sources are quantified using more
specialized procedures, as described below. Systematic
uncertainties from different sources are added in quadrature

to yield the total systematic uncertainty. Table VIII lists the
systematic uncertainties on the predicted reconstruction-
level Al

FB (as listed in Tables I and II), on the measured
reconstruction-level Al

FB, and on the measured production-
level Al

FB. The systematic sources are classified into the
following categories:

Jet reconstruction (reco)
This source includes the jet reconstruction and
identification efficiencies, as well as the efficiency
of the vertex confirmation described in Sec. V. The
simulated efficiencies are calibrated on dijet data.
Additional pp̄ collisions within the same bunch
crossing can yield additional jets, and their modeling
is also included in this category. The rate of addi-
tional pp̄ collisions is derived from the number of
reconstructed vertices per event.

Jet energy measurement
The jet energy scale (JES) is measured using dijet
and photonþ jet samples [38]. The simulated jet
energy resolution (JER) is calibrated using Z þ jet
data. Their uncertainties are propagated to the
measured asymmetry.

Signal modeling
As discussed in Sec. VI, the SM predicts a negative
asymmetry for events with additional final-state
gluons (and hence with larger ptt̄

T ). Thus, event
selection introduces a bias on the measured asym-
metry, in particular making it sensitive to the jet
multiplicity. The inclusion of lþ 3jet events in the
analysis reduces this correlation. To evaluate the size
of this systematic effect we vary the amount of initial-
state radiation (ISR) within an uncertainty range
established from a measurement of ISR rates [39].
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FIG. 8 (color online). Predicted and observed production-level
asymmetries as a function of absolute lepton rapidity. Statistical
uncertainties are indicated by the inner error bars, and the total
uncertainties by the outer.

TABLE VIII. Systematic uncertainties on Al
FB. Uncertainties

smaller than 0.1% are denoted by " " ".

Absolute uncertainty (%)

Reconstruction level Prod. level

Source Prediction Measurement Measurement

Jet reco −0.1 " " " " " "
JES/JER þ0.1 þ0.1= − 0.3 þ0.2= − 0.3
Signal modeling " " " −0.2 þ0.6= − 0.4
b tagging #0.1 þ0.5= − 0.8 þ0.8= − 1.1
Bg subtraction Not applicable þ0.1= − 0.3 þ0.1= − 0.3
Bg modeling Not applicable þ1.4= − 1.5 þ1.3= − 1.5
PDFs " " " þ0.3= − 0.2 þ0.1= − 0.2

Total #0.1 þ1.5= − 1.7 þ1.7= − 2.0

TABLE VII. Predicted and observed production-level asym-
metries as a function of jylj. The first uncertainty on the measured
values is statistical and the second is systematic. The statistical
uncertainties on the MC predictions are less than 0.1%, while the
scale and PDF uncertainties are estimated to be <1%.

Al
FB (%)

jylj range Data MC@NLO

0–0.125 0.5# 6.1þ0.8
−0.7 0.2

0.125–0.375 0.5# 4.4þ1.3
−1.8 0.9

0.375–0.625 2.6# 4.7þ1.7
−1.5 1.8

0.625–1 1.9# 4.6þ2.0
−2.3 2.7

1–1.5 13.2# 6.5þ2.6
−3.0 3.7

V. M. ABAZOV ET AL. PHYSICAL REVIEW D 90, 072001 (2014)
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prediction, and fits to both are shown in Fig. 7. The
estimated value of a in the data is 0:266! 0:068 (stat.).
After performing the integration, the resulting inclusive
asymmetry in the data is A‘

FB ¼ 0:094! 0:024. This un-
certainty is statistical only and is taken from the variance of
the POWHEG pseudoexperiments of Sec. IVC.

B. Evaluation of uncertainties

The largest systematic uncertainty is associated with the
background subtraction, where it is assumed that each
background component has precisely the normalization
reported in Table II and the statistically asymptotic shape
of its prediction. The effects of uncertain normalizations
and finite bin population are accommodated by extending
the pseudoexperiment technique of Sec. IVC. For each

simulated experiment, a normalization for each signal and
background component is randomly generated from a
Gaussian distribution, using the expected event count
and uncertainty. Then the event count of each bin of
each normalized component is randomly varied according
to Poisson statistics. A set of 10 000 simulated experi-
ments is generated using POWHEG as the signal model and
subject to the entirety of the correction procedure. This
simultaneously incorporates the effects of statistical fluc-
tuations on the bin populations and background shapes as
well as the uncertainties on the expected background
normalizations.
Another large uncertainty stems from the modeling of

the t!t recoil from QCD radiation. The presence of radiated

jets is strongly correlated with both A"y
FB and the pT of the t!t

system [2,3,27,28]. Color predominantly flows from an
initiating light quark to an outgoing top quark (and from
!q to !t). Events in which this color flow changes abruptly
must radiate in order that the overall color current be
conserved. Consequentially, events in which the direc-
tions of the initiating light quark and outgoing top quark
( !q and !t) are different are typically associated with more
radiation than those in which they are similar—backward
events ("y<0) tend to radiate more than forward events
("y>0). The resulting larger average pt!t

T of backward
events promotes them into the analysis sample with greater
probability, inducing a small backward-favoring asymme-
try in the acceptance of the lepton.
We assess an uncertainty on the modeling of this effect

by comparing the result using the nominal POWHEG model
to other models. We find that the recoil spectra of PYTHIA

and ALPGEN showered with PYTHIA are harder than
POWHEG showered with PYTHIA, resulting in larger accep-
tance corrections, increasing A‘

FB by 0.013. We include a
one-sided systematic uncertainty to reflect the fact that
models other than POWHEG are likely to increase the mea-
sured value of the asymmetry. An additional recoil-related

FIG. 7 (color online). The binned asymmetry A‘
FBðqy‘Þ after

correcting for acceptance, compared to the NLO QCD prediction
of POWHEG. The best fit to Eq. (7) for each is shown as the
smooth curve of the same color. The dark (light) gray bands
indicate the statistical (total) uncertainty on the fit curve to the
data.

FIG. 6 (color online). The symmetric part (a) and asymmetry (b) as function of qy‘ resulting from the decomposition of Fig. 5(b).
Data are shown as black markers, compared to the light-colored NLO QCD prediction of POWHEG.

T. AALTONEN et al. PHYSICAL REVIEW D 88, 072003 (2013)

072003-10
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The observed distribution of qlηl is shown in Fig. 2(a)
along with the SM expectations from the tt̄ signal and
backgrounds. The shapes are well described by the expect-
ations. Figure 2(b) shows the asymmetric component of the
data after background subtraction along with the best fit
description, which yields a value of a ¼ 0.21" 0.15ðstatÞ.
Applying Eq. (5), we find Al

FB ¼ 0.072" 0.052ðstatÞ.
The dominant source of systematic uncertainty is due to

the background uncertainties and is estimated to be"0.029
using pseudoexperiments [9], which covers both the
uncertainties in the background normalizations and the
uncertainties in modeling the Al

FB of the backgrounds
(including tt̄ in nondilepton final state). The next most
important source of systematic uncertainty is the "0.006
asymmetric-modeling contribution discussed above. The
jet-energy-scale systematic uncertainty is estimated to be
"0.004 by varying the jet energies within their uncertain-
ties. The variations obtained by using the symmetric model
from various MC samples are assigned as the symmetric-
modeling systematic uncertainty, which is "0.001. Other
sources of uncertainties due to the uncertainties in the
parton showering model, the modeling of color reconnec-
tion, the amount of initial-state and final-state radiation,

and the uncertainty on the parton-distribution functions are
found to be negligible. The total systematic uncertainty,
"0.03, is estimated by summing the individual contribu-
tions in quadrature. The final result is a ¼ 0.21"
0.15ðstatÞ " 0.08ðsystÞ and Al

FB ¼ 0.072" 0.052ðstatÞ"
0.030ðsystÞ. This result is consistent with the NLO SM
expectation, the measurement in the leptonþ jets final state
by the CDF collaboration [9] and the measurement by the
D0 collaboration [22,23].
Identical methodology is used for measuring All

FB. The
observed distribution of Δη is shown in Fig. 3. We measure
a ¼ 0.16" 0.15ðstatÞ " 0.08ðsystÞ and All

FB ¼ 0.076"
0.072ðstatÞ " 0.039ðsystÞ, where the dominant systematic
uncertainty is from backgrounds and has a value of"0.037.
The asymmetric- and symmetric-modeling systematic
uncertainties are estimated to be "0.012 and "0.004,
respectively. The jet-energy-scale systematic uncertainty
is estimated to be "0.003. Other systematic uncertainties
are negligible. This result is consistent with both the NLO
SM calculation [4] and the measurement by the D0
collaboration [22].
In order to obtain a more sensitive measurement, we

combine the dilepton measurement of Al
FB with the CDF

measurement in the leptonþ jets final state reported in
Ref. [9], Al

FB ¼ 0.094" 0.024ðstatÞþ0.022
−0.017ðsystÞ. The com-

bination is based on the asymmetric iterative algorithm
of the “best linear unbiased estimates approach” [28,29].
Since the measurements use statistically independent
samples, the statistical uncertainties are uncorrelated.
The background systematic uncertainties are treated as
uncorrelated since they are mainly caused by the
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FIG. 2 (color online). (a) Comparison of the observed distri-
bution of qlηl with the SM expectations. (b) Asymmetric part of
the distribution in (a) defined in Eq. (3b) from data after
background subtraction together with the best fit with Eq. (6)
and the expectations from the POWHEG MC model. The data
points in (b) are placed at the bin centroids predicted by the
POWHEG simulation. The inner bars on the data points represent
the statistical uncertainties, while the outer bars represent the total
uncertainties. The bands indicate the one standard deviation
region for statistical and statistical þ systematic uncertainties.
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FIG. 3 (color online). The same figures as Fig. 2, but with Δη
instead of qlηl.
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In addition, we study the dependence of the corrected
asymmetries as a function of q! ! and !! in Fig. 3,
where we observe no significant dependence on these
variables in the data and consistency with the MC@NLO

[51,52] predictions. Figure 3 also shows the comparison
with the two axigluon models described in Sec. II.

To study the statistical correlation between A‘
FB and A‘‘,

we assume that positive and negative leptons have identical
rapidity distributions, and we use the lepton q! ! distri-
bution in data (Fig. 2) as the basis for generating an
ensemble of q! ! distributions. The residual reconstruc-
tion level differences between positive and negative lepton
distributions are made negligible by the regular flip of the
solenoid and toroid polarities during the data taking. The
number of events in each bin is drawn from a Gaussian
distribution with mean equal to the number of events in the
bin of the initial distribution and width equal to the statis-
tical uncertainty on the number of events. The resulting
distributions are used as probability density functions to
generate pairs of rapidity values for positive and negative
leptons ð!lþ ;!l$Þ. Since the value of ! for each lepton is
generated independently, there is no direct correlation
between them. Repeating this procedure many times, we
form the !! ¼ !‘þ $ !‘$ distribution and calculate both
the A‘

FB and A‘‘ asymmetries. Using the ðA‘
FB; A

‘‘Þ pairs
generated in this way, we measure the correlation between
the two asymmetries to be 0.82. We verify that the value of
A‘‘ obtained with the same method but using the MC
q! ! event distribution as input accurately reproduces
the simulated asymmetry from MC@NLO and axigluon
models. Using this correlation coefficient, we can compute

the ratio of the two extrapolated asymmetries in data to be
R ¼ A‘

FB=A
‘‘ ¼ 0:36' 0:20, consistent at the level of 2

SDs with the prediction of 0:79' 0:10. The uncertainty on
the theoretical ratio is estimated by adding in quadrature
the uncertainty on the theoretical expectations for A‘

FB and
A‘‘ and without taking into account the possible correla-
tion between these two values. This predicted ratio is found
to be almost the same for the different tested models as can
be seen in Fig. 4.
The mean value of A‘‘ measured in this analysis differs

from that in our previous measurement [38], but is com-
patible. The change in central value is due to changes in
object identification and event selections (in particular, the
use of b-quark jet identification) that improve the signal-to-
background ratio and significantly reduce all systematic
uncertainties related to background contributions, which
affects the central values of the results.

TABLE IV. The measured corrected and extrapolated asym-
metries defined in Eqs. (1) and (2) for all channels separately and
combined, compared to the predicted SM NLO asymmetries [41]
for inclusive t"t production. The measured extrapolated asymme-
try should be compared with the SM NLO prediction. The first
uncertainty on the measured values corresponds to the statistical
and the second to the systematic contribution. All values are
given in %. The uncertainty on the SM NLO predictions is due to
renormalization and factorization scale variations.

Corrected Extrapolated Prediction

A‘
FB

ee 6:8' 8:5' 1:3
e" 2 jets 5:0' 4:6' 1:0
e" 1 jet $0:1' 10:4' 2:5
"" 0:8' 8:5' 1:4
Combined 4:1' 3:5' 1:0 4:4' 3:7' 1:1 3:8' 0:3

A‘‘

ee 16:4' 10:4' 1:6
e" 2 jets 11:1' 6:3' 1:3
e" 1 jet $2:1' 15:7' 3:4
"" 7:4' 11:7' 1:4
Combined 10:5' 4:7' 1:1 12:3' 5:4' 1:5 4:8' 0:4
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FIG. 3 (color online). Asymmetry distributions in (a) jq! !j
and (b) j!!j ¼ j!‘þ $ !‘$ j, for the combined ee, e", and ""
channels after background subtraction and after corrections for
selection efficiency. The error bars indicate statistical uncertain-
ties on the data. The data are compared with expectations from
MC@NLO and axigluonModel 1 andModel 2 as defined in the text.
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VII. CONCLUSION

We have presented measurements of asymmetries in
angular distributions of leptons produced in t!t dilepton
final states. Using the full Run II Tevatron data set recorded
by the D0 detector, we measure the single lepton and
dilepton asymmetries, corrected for reconstruction effi-
ciency as

A‘
FB ¼ ð4:1# 3:5ðstatÞ # 1:0ðsystÞÞ%;

j!j< 2:0; j"!j< 2:4;

and

A‘‘ ¼ ð10:5# 4:7ðstatÞ # 1:1ðsystÞÞ%;

j!j< 2:0; j"!j< 2:4:

In addition, extrapolating these asymmetries for accep-
tance selections yields the inclusive t!t lepton asymmetries:

A‘
FB ¼ ð4:4# 3:7ðstatÞ # 1:1ðsystÞÞ%;

and

A‘‘ ¼ ð12:3# 5:4ðstatÞ # 1:5ðsystÞÞ%:

These values are compatible with the SM NLO calcula-
tion that includes QCD and EW corrections [41]. We
have studied the correlation between A‘

FB and A‘‘ and
computed the ratio of the two asymmetries, which also
shows agreement with calculations based on the standard
model.
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APPENDIX: DIFFERENTIAL
ASYMMETRY TABLES

Table V shows the t!t differential cross section in bins of
q% ! and "! as shown in Fig. 2. 12 % ð d"t!t

d!lþ
þ d"t!t

d!l'
Þ repre-

sents the t!t differential cross section in q% ! and
d"t!t

dð!lþ'!l'Þ the t!t differential cross section in "!. Table VI

shows the values of the asymmetries in different angular
regions as shown in Fig. 3.

 (%)llA
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 (
%

)
l F

B
A

5

10

15

-1DØ, L=9.7 fb
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FIG. 4 (color online). Extrapolated A‘
FB versus A‘‘ asymme-

tries in t!t data, the predictions from MC@NLO, axigluon models,
and from the latest SM NLO prediction [41]. The ellipses
represent contours of total uncertainty at 1, 2, and 3 SDs on
the measured result. All values are given in %. Predicted
asymmetries are shown with their statistical uncertainties.

TABLE V. t!t cross section in each bin of Fig. 2.

Bin 1
2 % ð d"t!t

d!lþ
þ d"t!t

d!l'
Þ [pb] d"t!t

dð!lþ'!l' Þ [pb]

'2:4;'2:0 0.0 0:236# 0:081
'2:0;'1:6 0:205# 0:056 0:325# 0:082
'1:6;'1:2 0:446# 0:078 0:442# 0:084
'1:2;'0:8 0:677# 0:075 0:686# 0:097
'0:8;'0:4 0:878# 0:076 0:614# 0:091
'0:4; 0:0 1:245# 0:089 0:736# 0:101
0.0, 0.4 1:110# 0:085 0:886# 0:109
0.4, 0.8 0:979# 0:079 0:800# 0:101
0.8, 1.2 0:937# 0:085 0:761# 0:100
1.2, 1.6 0:518# 0:082 0:572# 0:091
1.6, 2.0 0:228# 0:056 0:357# 0:081
2.0, 2.4 0.0 0:285# 0:086

TABLE VI. Value of the asymmetries in different bins of the
distributions of Fig. 3.

jq% !j bin A‘
FB

0.0, 0.4 '0:061# 0:052
0.4, 1.2 0:103# 0:045
1.2, 2.0 0:057# 0:101

j"!j bin A‘‘

0.0, 0.4 0:092# 0:091
0.4, 1.2 0:083# 0:066
1.2, 2.4 0:125# 0:088

V.M. ABAZOV et al. PHYSICAL REVIEW D 88, 112002 (2013)

112002-10

SM NLO: QCD + EW 
Model 1: 200-GeV axigluon RH SM couplings 
Model 2: 2-TeV axigluon, strong coupling to top

Correlation of Asymmetries: q!η! vs. Δη

[P
R

D
 88 (2013) 112002]

~1.8 SD
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Bottom Asymmetry

Idea: probe same physics that 
leads to top AFB at lower energies 
than tt → study bb system 

DØ: very low energies, pT,b < 35 GeV 
Full reconstruction of charged B 
meson decays B± → J/ψ (→ µµ) K±  
Unique flavor assignment via kaon, no 
dilution from flavor oscillations 

Result:  
Data consistent with  
zero asymmetry 
Below NLO MC prediction, but 
confirmed by recent NLO QCD+EW 
calculation (Murphy, arXiv:1504.02493)

15

systematic uncertainty on the data measurement is 0.19%,
as summarized in Table I.
To compare this measurement to the SM, the MC@NLO

simulation is analyzed as described above, applying
B! → J=ψK! selections and weights to correct for muon
trigger effects. Additionally, reconstructed muon and kaon
tracks must match tracks from generated B! → J=ψK!

decays. Since matching reconstructed and generated B!

mesons leaves no background events, ASM
FB ðB!Þ is calcu-

lated directly according to Eq. (1).
The dominant systematic uncertainty on ASM

FB ðB!Þ is due
to renormalization and factorization energy scale choices.
MC@NLO defines μR and μF for renormalization and
factorization energy scales [15] as the square root of the
average ofm2

T ¼ m2 þ p2
T for theb and b̄ quarks [28],withb

quark mass m set to 4.75 GeV. Since Abb̄
FB is zero at leading

order, there is a large scale dependence in predictions at next-
to-leading order [29]. Both scales are varied independently
from 1

2 μR;F to 2μR;F to estimate an uncertainty due to
uncalculated higher orders. Half the largest spread of
variations gives a systematic uncertainty of 0.44%. The
uncertainty on ASM

FB ðB!Þ due to b quark fragmentation is
estimated by weighting events so the distribution of
pðB!Þ∥=pðbÞ matches a Bowler function [30] tuned to
LEP data or SLD data, where pðB!Þ∥ is the component of

pðB!Þ in the b quark direction. Half the largest spread of
variations to ASM

FB ðB!Þ is 0.25%. The negligible PDF
uncertainty of 0.03% is calculated by varying the
twenty CTEQ6M1 eigenvectors by their uncertainties and
determining the standard deviation of the variations.
We find ASM

FB ðB!Þ ¼ ½2.31! 0.34 ðstatÞ ! 0.51 ðsystÞ'%.
Combining all data and MC uncertainties in quadrature,
the MC@NLO result differs from data by ð2.55! 0.76Þ%, or
3.3 standard deviations.
Figure 3 shows measurements of AFBðB!Þ and ASM

FB ðB!Þ
versus transverse momentum and pseudorapidity. The fully
reconstructed J=ψK! final state produces good kinematic
agreement between reconstructed and generated B! mes-
ons, so corrections to recover the true B! kinematics are
unnecessary. The average pT of the B! mesons is
12.9 GeV. We find that AFBðB!Þ is systematically lower
than ASM

FB ðB!Þ for all pseudorapidities, and for
pTðBÞ ¼ 9–30 GeV. Considering the MC systematic
uncertainties to be correlated (uncorrelated), Fig. 3(a)
has χ2 ¼ 10.3 (11.8) for three bins and Fig. 3(b) has
χ2 ¼ 6.6 (7.0) for seven bins.
In conclusion, we have measured the forward-backward

asymmetry in the production of B! mesons with
B!→J=ψK! decays in pp̄ collisions at

ffiffiffi
s

p
¼ 1.96 TeV.
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FB ðB!Þ in

bins of (a) jηBj and (b) pTðBÞ. Data points and MC bands include
statistical uncertainties convoluted with systematic uncertainties.

TABLE I. Summary of uncertainties on AFBðB!Þ in data.

Source Uncertainty

Statistical 0.41%

Alternative BDTs and cuts 0.17%
Fit variations 0.06%
Reconstruction asymmetries 0.05%
Fit bias 0.02%

Systematic uncertainty 0.19%

Total uncertainty 0.45%
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forward-backward asymmetry Ai. While systematic effects
were studied, the Ai parameters were blinded by adding
unknown random offsets. The likelihood Ln has 26
parameters and is normalized to 1:

Ln ¼ αðEKÞ½fSð1þ qFBASÞSþ fPð1þ qFBAPÞP
þ fTð1þ qFBATÞT& þ fEð1þ qFBAEÞE; ð3Þ

where fE ¼ ½1 − αðEKÞðfS þ fP þ fTÞ& and αðEKÞ uses
three parameters to describe the dependence of the sample
fractions on EK [25].
Asymmetries in the detector material and J=ψ or K'

reconstruction between η < 0 (the “north” side of the
detector) and η > 0 (the “south” side) can result in an
apparent AFB. A north-south asymmetry is defined as
ANS ¼ ðNN − NSÞ=ðNN þ NSÞ. Because Bþ and B− par-
ticles on the same side of the detector have opposite qFB,
corrections for north-south efficiency differences will
generally cancel when determining AFBðB'Þ. We measure
ANS in data samples with no expected production asym-
metries. Decays of ϕ → KþK− are used to measure
ANSðK'Þ. Signal and background models are determined
from MC simulation and a χ2 minimization fit is performed
simultaneously on north- and south-side data. We measure
ANSðK'Þ in bins of leading kaon jηj; there is no significant
dependence on pT . Integrated over all jηj, ANSðKþÞ ¼
ð0.39' 0.22Þ% and ANSðK−Þ ¼ ð0.64' 0.23Þ%.
We measure ANSðJ=ψÞ using prompt J=ψ → μþμ−

decays. J=ψ mesons with significant Lxy are generally
from B decays which could exhibit a north-south asym-
metry due to AFBðB'Þ. To reduce the fraction of nonprompt
J=ψ mesons to a negligible level we require the J=ψ Lxy
significance to be less than 1.5. Background events
under the peak from 2.9–3.3 GeV are removed with a
sideband subtraction, and ANSðJ=ψÞ is calculated in bins of
jηj and pT . Integrated over all jηj and pT , ANSðJ=ψÞ ¼
ð−0.41' 0.04Þ%.
Measured ANS values are used to determine “efficiency

weights” wK' and wJ=ψ that equalize the relative
reconstruction efficiencies on both sides of the detector.
Applying these weights has a small effect on AFBðB'Þ: a
shift of 0.06% from wK' and a shift of −0.01% from wJ=ψ .
Uncertainties on ANSðJ=ψÞ and ANSðK'Þ contribute an
uncertainty of 0.003% to AFBðB'Þ, determined using an
ensemble test with 500 Gaussian variations of the ANS
values.
The total event weight is wn ¼ wmagnetwK'wJ=ψ , where

wmagnet equalizes the number of events in eight settings of
solenoid polarity, toroid polarity, and B' charge.
Equalizing the contribution from each magnet polarity
combination removes tracking charge asymmetries to first
order, since in one polarity a Bþ is reconstructed with the
same sign of curvature as a B− in the opposite polarity. Also
equalizing the number of Bþ and B− candidates eliminates

the need to correct for different Kþ and K− interaction
cross sections in the detector [27].
The weighted data sample contains 160 360 B' candi-

dates and the fit yields 89 328' 349B' → J=ψK' decays.
Although the fit was unbinned, to visualize the data and fit
quality, binned distributions of invariant mass MðJ=ψKÞ
for the sum and the difference in the numbers of forward
and backward B' candidates with their projected fits are
shown in Figs. 1 and 2. Over both mass distributions we
obtain χ2=ndf ¼ 249=214. We measure a signal asymmetry
consistent with zero: AFBðB'Þ ¼ ½−0.24' 0.41 ðstatÞ&%.
The asymmetry is consistent over time and with Bþ and B−

samples fitted separately. Asymmetries of the background
distributions are also consistent with zero.
To determine systematic uncertainties on AFBðB'Þ a

number of variations are made to the analysis. Data sample
variations include training four alternative BDTs with
different variables or input samples and using a range of
BDT discriminant cuts. Fit variations include varying the
B' mass range, removing dependences on EK from the
distributions, allowing the slope of TðmJ=ψKÞ to float, and
fixing the background asymmetry parameters to zero.
To estimate the systematic error from the reconstruction

asymmetries we measure ANSðJ=ψÞ and ANSðK'Þ using
alternate data samples and calculations in different bins or
with alternate fit parameters. Biases in the fitting procedure
are explored with ensemble tests on randomized data,
comparing input and fitted values of AFBðB'Þ. No bias
is observed, and a systematic uncertainty is assigned based
on the spread of results in the ensemble test. The total
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backward) events with fitted distributions. The lower pane shows
the residuals.
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Bottom Asymmetry
Medium energy: mbb < few 100 GeV  

Reconstruction of bb jet pair: two  
b-tags, one jet with soft muon 
Asymmetry from soft muon charge 
Consistent with standard model 
prediction  
(Grinstein, Murphy, PRL 111 (2013) 062003) 

High energy mbb > 150 GeV  
Asymmetry from binned difference in  
jet charge 
Consistent with zero asymmetry and 
standard model, start to exclude first 
models (low mass axigluon) 

Challenge for both analyses: dilution 
through B0B0 oscillations and 
cascade decays

16

10

FIG. 6. Marginal posterior probability distribution of asym-
metry in each bin of particle-level bb̄ mass. The inner and
outer bands represent the 68% and 95% credible intervals,
respectively.
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�
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FIG. 7. Values of maximum a posteriori signal asymmetry
as a function of bb̄ mass. The error bars represent the 68%
credible intervals.

and high m

bb̄

bins, respectively. These results, which
account for the e↵ects of backgrounds, charge misiden-
tification, detector resolution, and nonuniform detector
acceptance, are consistent with zero and with the stan-
dard model prediction [11] in each bin. Only 0.24 % of
the posterior probability density in the middle mass bin
has an AFB larger than predicted by the lighter axigluon
model [9] with a mass of 200 GeV/c

2. Accounting for
the look-elsewhere e↵ect following Ref. [26], this is su�-
cient to exclude the lighter axigluon at more than 95 %.
The measurement is unable to exclude the heavier ax-
igluon with a mass of 345 GeV/c

2. This measurement
reduces the allowed parameter space for light axigluon
models used to explain the top-quark forward-backward
asymmetry.
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TABLE III: Systematic uncertainties.

CDF Run II Preliminary,
R
Ldt = 6.9 fb�1, A

FB

(bb̄)

Absolute uncertainty of A
FB

[%]
Mb¯b [GeV/c2]

Integrated
[40; 75] [75; 95] [95; 130] [130; 1]

fb¯b uncert. 0.06 0.06 0.04 0.01 0.04
Background A

FB

0.11 0.17 0.27 0.34 0.17
JES 0.24 0.15 0.02 0.10 0.10

ISR/FSR 0.09 0.07 0.06 0.12 0.05
total 0.29 0.24 0.28 0.37 0.22

prediction, which are calculated at the parton level using a di↵erent lower threshold for the lowest Mb¯b
bin. The measured particle-level distribution shows a tendency of the A

FB

asymmetry to increase with
Mb¯b with a spike around Z pole mass similar to the theoretical prediction. The measured integrated
asymmetry of (1.2± 0.7)% is consistent with the prediction.

TABLE IV: The results of the A
FB

measurements at three levels. The uncertainties are statisitcal only.

CDF Run II Preliminary,
R
Ldt = 6.9 fb�1, A

FB

(bb̄)

A
FB

(bb̄) [%], statistical uncertainties only
Mjj [GeV/c2]

Integrated
[40; 75] [75; 95] [95; 130] [130; 1]

detector level 0.47± 0.49 0.55± 0.61 0.70± 0.71 0.32± 0.91 0.52± 0.32
bckg subtr. 0.50± 0.54 0.60± 0.70 0.83± 0.90 0.43± 1.33 0.58± 0.37
particle level 0.83± 0.83 1.54± 0.69 0.92± 0.82 2.08± 1.03 1.17± 0.68
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FIG. 9: Measured A
FB

as a function of particle-level Mb¯b. The data are compared with the theoretical
prediction.

TABLE V: The final results of the A
FB

measurements including systematic uncertainties.

CDF Run II Preliminary,
R
Ldt = 6.9 fb�1, A

FB

(bb̄)

Mb¯b [GeV/c2]
Integrated

[40; 75] [75; 95] [95; 130] [130; 1]
particle level 0.83± 0.88 1.54± 0.73 0.92± 0.87 2.08± 1.10 1.17± 0.71
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Summary & Conclusions

Full suite of measurements with 
full Tevatron Run II dataset  

Lepton + jets and dilepton channels 
Inclusive and differential top AFB 
Leptonic AFB 

Tremendous effort by CDF and DØ to 
settle AFB question 

Conclusion: “the thrill is gone…” 
No strong hints of new physics in AFB 

Overall good agreement with 
standard model (NNLO + EW) 
Independent look into bottom AFB:  
no “smoking gun” either 

Tevatron combination ongoing

17
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