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Konstantinos KousourisExperimental QCD

introduction

soft QCD & radiation effects

perturbative QCD & PDFs with jets

measurements of αS

photon production

associated production of jets with 
vector bosons

2

Outline

A very incomplete list of topics 
‣ latest results with new insights on QCD

- primarily from LHC but also from 
Tevatron & HERA

‣ many important results are not shown 
- many more results presented at the 
QCD parallel sessions and posters 
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Hadron colliders & detectors

‣ Large Hadron Collider at CERN
- in operation since 2009
- delivered proton-proton collisions at 900 GeV, 2.76, 7, & 8 TeV
- also delivered Pb-Pb and p-Pb collisions (not discussed here)
- 4 detectors/experiments: ATLAS, CMS, ALICE, LHCb

‣ Tevatron at Fermilab
- Run II lasted from 2002 to 2011
- delivered proton-anti-proton collisions at 300, 900 GeV & 1.96 TeV
- total integrated luminosity per experiment 10 fb-1

- 2 detectors/experiments: CDF, D0
‣ HERA at DESY

- Run ended in 2007
- delivered electron-proton collisions at 318 GeV
- 2 detectors/experiments: H1, ZEUS
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The complexity of QCD

     X. Janssen - 08/22/2011
QCD@LHC 2011 – Soft QCD Results from CMS

3/37

Introduction

 

The majority of the pp collisions are soft
   → no hard parton scattering → no “perturbative” predictions

   → need to model them phenomenologically

→ Use Monte-Carlo (MC) description to correct data:

 PS, UE and hadronization models 
   tuned on previous (low energy) data
 Different models available diverging

   at high energy prior to LHC

→ Early LHC data give us a unique 
     chance to fill gaps in our 
     knowledge on soft QCD

→ Reference for high energy pp    
     collisions and heavy ions run 

‣ QCD events: immensely complicated
- theoretical predictions very hard
- experimental challenges

‣ basic elements of a QCD process
- structure of the proton
➡ encapsulated into the universal PDFs

- hard scatter
➡ evaluated with perturbation theory 

- parton shower & hadronization
- multiple parton scattering & underlying 
event activity
➡ approximated by Monte-Carlo 
programs with few tunable parameters

‣ practical QCD: the elements above can be 
factorized and combined at the end

- reasonable approximation for hard 
enough processes
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Why do we care about QCD? 

‣ it is interesting !!
- very rich theory: deserves  
exploration and understanding

‣ it is inevitable !!
- hadron collisions: QCD always 
present

‣ important background for new 
physics searches

- enormous cross section: QCD 
can hide many possible signals of 
new physics

‣ introduces uncertainties on 
other measurements

- e.g. uncertainties on the PDFs 
affect the measured Higgs 
properties

HERA Kinematics

fi(x)

DIS at HERA: clean lepton probe HERA covers low, medium x range of the LHC
Q2 evolution via QCD

4

HERA

TEVATRON

LHC

DGLAP

HERA data: backbone for PDF determination

E1

E2

ŝ = �s = x1x2s

x1,2 =
M⇥

s

� exp(±y)

Q = M

Proton-proton collision at LHC

4experimental access to a 
huge phase space ➡ stringent 

test of QCD
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soft QCD & radiation effects
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Fig. 1: (color online) Top: Differential cross section of charged particles in INEL pp collisions at
√
s= 0.9, 2.76

and 7 TeV as a function of pT compared to a NLO-pQCD calculation at the same energy. Only statistical uncer-
tainties are shown. Bottom: Systematic uncertainties as a function of pT for all three energies. The uncertainty on
the normalization (compare Table 1) of the spectra is not included.
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Fig. 2: (color online) Top: Ratio of differential cross sections of charged particles in INEL pp collisions at different
collision energies as a function of pT. Grey boxes denote pT dependent systematic uncertainties. Normalization
uncertainties are not shown (see text for details). The histograms show the same ratio determined from NLO
calculations. Bottom: Ratio of data and NLO derived from upper panel. A variation of the scale of the NLO gives
a systematic uncertainty on the double ratio of 0.5–23.6 % for 0.9 TeV / 2.76 TeV, 1.0–37.8% for 0.9 TeV / 7 TeV
and 2.4–12.3% for 2.76 TeV / 7 TeV.

+5.4%/− 4.4%, +6.2%/− 5.4% and ±4.1%, and are calculated assuming that the normalization un-
certainties on the pT spectra (Table 1) are uncorrelated. In all three ratios good agreement between data
and NLO-pQCD calculations is found, which can be seen in the double ratio of data and NLO-pQCD for
the three energy ratios in the lower panel of Figure 2.

4 Construction of a pp reference for
√
s= 2.76 TeV

For the determination of the nuclear modification factor

RAA(pT) =
d2NAAch /dηdpT

〈TAA〉 d2σ ppch /dηdpT
(1)

in heavy-ion collisions a well described pp reference d2σ ppch /dηdpT at the same center-of-mass energy
up to high pT is essential. NAAch describes the charged particle yield per event in nucleus-nucleus col-
lisions and 〈TAA〉 is the average nuclear overlap function [4] [5]. The statistics in the measurement of
d2σ ppch /dηdpT for

√
s= 2.76 TeV reported in this paper allows pT = 32 GeV/c to be reached. In order to

extrapolate to higher pT , the measured cross section needs to be parametrized.

As can be seen in Figure 1 for pT > 10 GeV/c the pp spectrum at
√
s = 2.76 TeV shows a clear power-

law dependence on pT. To constrain the parametrization better by including data points at lower pT,

6

7

Charged particle pT spectra

arXiv:1307.1093

‣ ALICE: a detector for HI studies
- also pursuing a pp program

‣ fundamental measurement
- test of pQCD
- input for MC tuning
- reference for HI collisions

‣ three collision energies
- 0.9, 2.76, 7 TeV

‣ theory overshoots individual collision energy spectra by a factor 2
- contradicts the jet data: what does it mean for parton-to-hadron FFs?

‣ good description of collision energy dependence

Absolute cross sections Ratios

2.76/7

0.9/2.76

0.9/7
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Two-particle azimuthal correlationsMultiplicity dependence of two-particle azimuthal correlations 15
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Fig. 9: Azimuthal correlation for events with Ncharged = 10 measured at
√
s= 7TeV.

7.1 Yields

First, the analysis results for the highest analysed collision energy
√
s= 7TeV are presented. Next, we

discuss the collision energies
√
s= 2.76 TeV and 0.9 TeV.

Near-side The per-trigger near-side pair-yield which provides information on the fragmentation of
partons is presented in the top left panel of figure 10 for pT, trig > 0.7GeV/c and pT,assoc > 0.4GeV/c.
The measured near-side pair yield grows as a function of the charged particle multiplicity indicating a
fragmentation bias as characteristic for a MPI distribution with a narrow plateau (tune Perugia-0, see
section 4.2). This general trend is reproduced by the MC generators. As expected PYTHIA6 tune
Perugia-2011 and PYTHIA8 tune 4C, which already include LHC data, are closest to the data. For
Ncharged > 20 (Perugia-2011) and Ncharged > 30 (4C) the agreement is within the systematic errors, while
in this region, all other models overestimate the data by up to 50%. For all MCs, the agreement becomes
worse moving to lower multiplicities. Here, Perugia-2011 also overestimates the data by up to 30%. The
largest deviations (up to 120%) are found in the comparison with PHOJET.

For the higher pT,assoc-cut (> 0.7GeV) the agreement is with the exception of PYTHIA6 tune Perugia-
2011 and PYTHIA8 at high Nch worse (figure 10 (top right)). In particular, for low multiplicities the
deviation is between 40% and 150%.

Away-side The per-trigger away-side pair yield which provides information about the fragments pro-
duced back-to-back within the detector acceptance is presented for pT, trig > 0.7GeV/c and pT,assoc >
0.4GeV/c in the left panel of the second row of figure 10. As with the near-side yield, the measured
away-side pair yield grows as a function of the charged particle multiplicity. Above Ncharged = 10, the
growth is significantly stronger on the away-side. Surprisingly, tune Perugia-0 now agrees with the data
within uncertainties over the whole multiplicity range, whereas Perugia-2011 and PYTHIA8, which have
the best agreement for the near-side yield, significantly underestimates the away-side yield. The devia-
tions of PHOJET is similar to the ones observed for the near-side. When increasing the pT,assoc-threshold
to 0.7GeV/c (right panel of the second row of figure 10), also PYTHIA6 tune Perugia-0 overestimates the
away-side pair yield by about 30%, whereas tune Perugia-2011 and PYTHIA8 show the best agreement
at high Ncharged.

Combinatorial background The per-trigger pair yield in the constant combinatorial background of
the correlation grows linearly as a function of the charged particle multiplicity as shown in the third row
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Fig. 14: Per-trigger away-side pair yield as a function of the charged particle multiplicity measured for
√
s = 0.9,

2.76, and 7TeV.
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Fig. 1: Left panel: illustration of the contributions to the per-trigger pair yield as a function of Δϕ . Right panel:
the per-trigger pair yield as a function of Δϕ described by the fit function and its sub-components (see text).

4 Analysis method

4.1 Definitions

We are analysing the sample-averaged probability distribution of the azimuthal difference Δϕ = ϕtrig−
ϕassoc between trigger particles (pT, trig > pminT, trig, |η | < 0.9) and associated particles (pT,assoc > pminT,assoc,
|η |< 0.9). The pair-yield per trigger as a function of Δϕ is defined as

dN
dΔϕ

=
1
Ntrig

dNassoc
dΔϕ

, (1)

where Ntrig is the number of trigger particles and Nassoc is the number of associated particles. We study
the pair-yield per trigger as a function of the charged particle multiplicity Ncharged, |η |<0.9, pT>0.2GeV/c, as
well as for different transverse momentum thresholds pminT, trig and pminT,assoc.

The left panel of figure 1 shows an example of the measured per-trigger pair yield as a function of Δϕ
for pT, trig > 0.7GeV/c and pT,assoc > 0.4GeV/c and
Ncharged, |η |<0.9, pT>0.2GeV/c = 30. The two structures at the near-side (Δϕ ≈ 0) and away-side (Δϕ ≈ π)
of the trigger particle are dominantly induced by the fragmentation of back-to-back parton pairs. In order
to extract the per-trigger pair-yields for all multiplicity and pT-cut classes, a fit function is introduced
which allows us to decompose the azimuthal correlation into its main components. Whereas the away-
side peak can be fitted using a single Gaussian, the near-side peak shows an enhanced tail-region and
needs the superposition of two Gaussians with different widths. Including a constant C to describe the
combinatorial background, we obtained the fitting function

f (Δϕ) =C+A1 exp
(

−
Δϕ2

2 ·σ 21

)

+A2 exp
(

−
Δϕ2

2 ·σ 22

)

+A3 exp
(

−
(Δϕ−π)2

2 ·σ 23

)

. (2)

To increase the stability of the fit, the first near-side Gaussian and the away-side Gaussian are restricted

to −π/2 < Δϕ < π/2 and π/2 < Δϕ < 3π/2, respectively. The second near-side Gaussian is fitted in
the region −π/5< Δϕ < π/5.

The right panel of figure 1 shows the measured azimuthal correlation, the parametrisation of the correla-
tion based on the fit function, and the sub-components of the fit function. The χ2 per degree of freedom
for this fit is 1.63.
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Fig. 15: Per-trigger pair yield in the combinatorial background as a function of the charged particle multiplicity
measured for

√
s= 0.9, 2.76, and 7TeV.
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Fig. 13: Per-trigger near-side pair yield as a function of the charged particle multiplicity measured for
√
s = 0.9,

2.76, and 7 TeV.

‣ probe the mechanism of particle production
- key measurement for MC tuning
- near-side (φ~0) due to parton fragmentation 
- opposite side (φ~π) due to back-to-back fragments 

‣ measurement
- 3 pp collision energies (0.9, 2.76, 7 TeV)
- 4-component fit to extract the yields

‣ correlations vs multiplicity
- no MC model can describe all regions
- models tuned to LHC data perform better

Near Side Away Side

Near Side Away SideCombinatorics

Fit Example
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Figure 5: Charged particle pseudorapidity distributions at
p

s = 8 TeV for tracks in |h| < 2.4
with pT > 1 GeV. Results are shown for an inclusive sample obtained by requiring tracks in the
range of any of the TOTEM T2 telescopes in either hemisphere (left) and a sample enhanced in
non-single diffractive events requiring tracks in the range of TOTEM T2 in both forward and
backward hemispheres (right). The data are compared to different model predictions and their
ratio is shown in the lower panels. The error bands show the total systematic uncertainty.
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Figure 6: Average value of dNch/dh in the central region as a function of the centre-of-mass
energy in pp and pp̄ collisions. Shown are measurements performed with different NSD event
selections from UA1 [8], UA5 [9], CDF [6, 7], ALICE [5] and CMS [3]. The dashed line is a
power-law fit to the data.

The leading-track pT distribution is shown in Figs. 7 and 8 (left) and the integrated distribution,
D(pT,min), is presented in the right panels of Figs. 7 and 8. In Fig. 7, predictions from PYTHIA8
4C, PYTHIA6 Z2*, PYTHIA6 D6T and PYTHIA6 default tune with or without multi-parton in-

900 GeV

2.76 TeV

7 TeV

8 TeV

Ch. had. density at η=0
in NSD enhanced events
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A Combined CMS and TOTEM results
The charged particle pseudorapidity distributions, dNch/d|h|, are shown in Fig. 9 combined
with the measurement performed by the TOTEM collaboration with T2 [14]. The data, as func-
tion of |h|, were derived by averaging the data points in the corresponding ±h bins.

0 1 2 3 4 5 6

|
η

/d
|

ch
dN

2

3

4

5

6

7

>100 MeV)
T

CMS (p
>40 MeV)

T
TOTEM (p

CMS & TOTEM Preliminary  = 8 TeVsInclusive pp, 

 < -5.3η < 6.5 or -6.5 < η 1 in 5.3 < ≥ > 40 MeV) 
T

 (pchN

Corrections and correlated systematics between CMS and Totem are under study

Pythia6 Z2*
Pythia8 4C
Herwig++ EE3C
EPOS LHC
QGSJetII-04

|η|0 1 2 3 4 5 6

D
at

a 
/ M

C

0.8

1

1.2

0 1 2 3 4 5 6

|
η

/d
|

ch
dN

2

3

4

5

6

7

CMS & TOTEM Preliminary  = 8 TeVsNSD-enhanced pp, 

 < -5.3η < 6.5 and -6.5 < η 1 in 5.3 < ≥ > 40 MeV) T (pchN

Corrections and correlated systematics between CMS and Totem are under study

>100 MeV)
T

CMS (p
>40 MeV)

T
TOTEM (p

Pythia6 Z2*
Pythia8 4C
Herwig++ EE3C
EPOS LHC
QGSJetII-04

|η|0 1 2 3 4 5 6

D
at

a 
/ M

C

0.8

1

1.2

Figure 9: Charged particle pseudorapidity distributions, dNch/d|h|, in |h| < 2.4 for pT > 100
MeV and in 5.3 < |h| < 6.5 for pT > 40 MeV, as measured by CMS and TOTEM, respectively.
Results are shown for an inclusive sample obtained by requiring tracks in the range of any of
the TOTEM T2 telescopes in either hemisphere (left) and a sample enhanced in NSD events
requiring tracks in the range of TOTEM T2 in both forward and backward hemispheres (right).
The data are compared to various model predictions and their ratio is shown in the lower
panels. The error bars indicate the statistical uncertainty and the shaded area the correlated
systematic uncertainty.
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Hadron production in pp @ 8 TeV
CMS-PAS-FSQ-12-026

‣ confronts MC generators and tunes
‣ inclusive setup

- activity in TOTEM T2 telescopes at either side
- good description by Pythia6

‣ non-single-diffractive enhanced setup
- activity in TOTEM T2 telescopes at both sides
- generators do not describe the data

Inclusive

NSD enhanced
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Figure 4: Fully corrected differential cross sections for various DPS-sensitive observables: Df
(left), Drel pT (centre), and DS (right). The comparison is shown for three event classes: exactly
two jets (top row), at least two jets with the leading two jets used to calculate DPS observables
(centre row) and with the jet pair which is best balanced in pT (bottom row). The bottom pad
in each plot shows the ratio of data over simulations. The green band represents the total
uncertainty in the experimental distribution.
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Double-parton scattering
New J. Phys. 15 (2013) 033038

‣ two hard parton scatters from the same pp collision
- theory not complete
➡ relying on approximations

‣ factorized model for final state X+Y 
- parameter σeff encapsulates all unknowns of DPS
➡ experimentally measured

‣ experimental setup: W+jj
- look for DPS at low Δn

jets (balanced dijet system) or at 
ΔS (angle between W and jj)

‣ fit data for DPS component 
- extracted σeff compatible with previous measurements

d�X+Y = d�dir
X+Y +

d�X ⌦ d�Y

�e↵

CMS-PAS-FSQ-12-028
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kT splitting scales
10 ATLAS: Measurement of kT splitting scales in W ! `⌫ events at

p
s = 7 TeV
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Fig. 6. Distributions of
p
d0 (top) and

p
d1 (bottom) in the W ! e⌫ (left) and W ! µ⌫ (right) channels, shown at particle

level. The data (markers) are compared to the predictions from various MC generators, and the shaded bands represent the
quadrature sum of systematic and statistical uncertainties on each bin. The histograms have been normalised to unity.

data sample from pp collisions at
p
s = 7 TeV collected

with the ATLAS detector at the LHC. The data corre-
spond to approximately 36 pb�1 in both the electron and
muon W -decay channels.

Results are presented for the four hardest splitting
scales in a kT cluster sequence, and ratios of these splitting
scales. Backgrounds were subtracted and the results were
corrected for detector e↵ects to allow a comparison to dif-
ferent generator predictions at particle level. A weighted
combination was performed to optimise the precision of
the measurement. The dominant systematic uncertainties
on the measurements originate from the cluster energy
scale, pileup and the unfolding procedure.

The degree of agreement between various Monte Carlo
simulations with the data varies strongly for di↵erent re-
gions of the observables. The hard tails of the distributions
are significantly better described by the multi-leg genera-

tors Alpgen+Herwig and Sherpa, which include exact
tree-level matrix elements, than by the NLO+PS genera-
tors Mc@Nlo and Powheg. This also holds true for the
hardest clustering,

p
d0, even though it is formally pre-

dicted at the same QCD leading-order accuracy by all of
these generators.

In the soft regions of the splitting scales, larger varia-
tions between all generators become evident. The genera-
tors based on the Herwig parton shower provide a good
description of the data, while the Sherpa and Powheg+
Pythia predictions do not reproduce the soft regions of
the measurement well.

With this discriminating power the data thus test the
resummation shape generated by parton showers and the
extent to which the shower accuracy is preserved by the
di↵erent merging and matching methods used in these
Monte Carlo simulations.
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Fig. 8. Distributions of the
p

dk+1/dk ratio distributions for W ! e⌫ (left) and W ! µ⌫ (right) in the data after correcting
to particle level (marker) in comparison with various MC generators as described in the text. The shaded bands represent the
quadrature sum of systematic and statistical uncertainties on each bin. The histograms have been normalised to unity.

arXiv:1302.1415‣ motive: investigate the evolution of the parton shower
‣ tool: the kT jet clustering algorithm 

- sequential recombination algorithm that mimics the parton shower
- at each clustering step, the algorithm decides if a jet has been identified 
according to a characteristic scale dn~pT

2

‣ kT splitting scales probe the hadronic structure of the event
‣ measurement performed in W+X events

- the various generators have different performance in describing the data
- good agreement for ME+PS
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Mueller-Navelet dijet azimuthal decorrelations
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CMS-PAS-FSQ-12-002

‣ Mueller-Navelet dijets: pair of jets with the largest Δy 
‣ decorrelation (Δφ) of MN pair: sensitive to QCD dynamics
‣ cross section vs. Δφ expanded in terms of cos[n(π-Δφ)]

- expansion coefficients and their ratio depend on Δy
- region of large Δy probes the BFKL evolution

‣ perturbative calculations based on DGLAP evolution do not 
describe the data
‣ NLL+ BFKL prediction is compatible with the data
‣ MC generators vary significantly at large Δy

- sensitivity to multiple parton interactions and angular ordering
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Color Coherence
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‣ interference between the radiation of 
partons

- approximated by angular ordering
‣ experimental setup: 

- at least 3 jets
- leading jets back-to-back in φ
- 3rd jet close to the 2nd (0.5<ΔR<1.5)
- phase space divided by η2

‣ comparison to predictions:
- unfolded to particle level
- models don’t describe the data
- stronger color coherence in PS is favored

β

Jet1 Jet2

Jet3

η

φ
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perturbative QCD & PDFs with jets
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Inclusive jet cross sections @ 7 TeV
PRD 87, 112002 (2013

‣ exploring the kinematic range from 100 GeV to 
2 TeV and up to |y| = 2.5

- full 2011 dataset
‣ experimental and theoretical uncertainties of 
roughly the same size 

- exp. unc. dominated by jet energy scale
- th. unc. dominated by scale choice and PDFs

‣ NLO pQCD predictions compatible with data 
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Comparison of jet sizes @ 7 TeV
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CMS-PAS-SMP-13-002

‣ inclusive jet cross section measured with different jet 
sizes (R=0.5, R=0.7)

- both measurements in agreement with theory 
predictions (but R=0.7 agrees better--backup slides)

‣ ratio of cross sections R(0.5, 0.7) gives insight into QCD 
effects beyond fixed order 

- non-perturbative corrections
- parton shower
- Powheg gives the best description of the data at 
central rapidities

R=0.5

R=0.7 R(0.5,0.7)

R(0.5,0.7)
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Inclusive jet cross section in pp collisions at
√
s = 2.76 TeV The ALICE Collaboration
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Fig. 3: Upper panels: inclusive differential jet cross sections for R = 0.2 (left) and R = 0.4 (right). Vertical bars
show the statistical error, while boxes show the systematic uncertainty (Table 2). The bands show the NLO pQCD
calculations discussed in the text [11, 12]. Lower panels: ratio of NLO pQCD calculations to data. Data points are
placed at the center of each bin.

section ratio presented here and the jet energy profile will be applied in future study of jet quenching in
heavy ion collisions.
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6 Summary

In summary, we have presented the first measurement of the inclusive differential jet cross section at
mid-rapidity in pp collisions at

√
s = 2.76 TeV. These data provide an important reference for jet mea-

surements in heavy-ion collisions at the same√sNN, as well as a test of pQCD calculations at a previously
unexamined energy. NLO pQCD calculations with hadronization agree well with both inclusive jet cross
section measurements at R = 0.2 and R = 0.4, as well as their ratio.
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mid-rapidity in pp collisions at

√
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PLB 722 262 (2013)

‣ inclusive jet spectra @ 2.76 TeV with ALICE
- up to 120 GeV in pT and |y| = 0.5
- jet sizes R = 0.2 & R = 0.4

‣ ratio of cross sections from different jet sizes
- cancellation of experimental uncertainties
- NLO+Hadronization prediction in agreement 
with data (but large uncertainties) R(0.2,0.4)

R=0.2 R=0.4
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Inclusive jet cross sections @ 2.76 TeV
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arXiv:1304.4739

‣ inclusive jet spectra @ 2.76 TeV
- up to 500 GeV in pT (limited luminosity at this energy) and |y| = 4.4

‣ double ratio (data/theory)2.76 TeV/(data/theory)7 TeV

- cancellation of experimental uncertainties
- very precise measurement that can be used to constrain the theory

‣ NLO pQCD predictions compatible with data 
- but tension observed at high rapidities
➡ in these regions, the NLO generator interfaced with PS describes better the data

R=0.6

R(2.76 TeV, 7 TeV)
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Inclusive jet cross sections @ 8 TeV
CMS-PAS-SMP-12-012
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‣ first (preliminary) measurement @ 8 TeV up to |y| = 3.0
- ~half 2012 dataset

‣ dedicated measurement with low pileup data
- starting from pT = 20 GeV and reaching |y|=4.7

‣ experimental uncertainties at high pT smaller than theoretical
- potential for PDF constrains 

‣ NLO pQCD predictions compatible with data 

 [GeV/c]
T

p
30 40 50 60 70

G
eV

/c
pb

dy T
dp

σ2 d

410

510

610

710

810
        CMS Preliminary-1 = 5.8 pbint = 8 TeV        Lspp 

(R=0.7)
T

0 < |y| < 0.5          Anti-k

Data
NP(ABM11)⊗NLO
NP(CT10)⊗NLO
NP(HERAPDF15)⊗NLO
NP(MSTW2008)⊗NLO
NP(NNPDF21)⊗NLO

21

 [GeV/c]
T

p
30 40 50 60 70

G
eV

/c
pb

dy T
dp

σ2 d

410

510

610

710

810
        CMS Preliminary-1 = 5.8 pbint = 8 TeV        Lspp 

(R=0.7)
T

3.2 < |y| < 4.7        Anti-k

Data
NP(ABM11)⊗NLO
NP(CT10)⊗NLO
NP(HERAPDF15)⊗NLO
NP(MSTW2008)⊗NLO
NP(NNPDF21)⊗NLO

21

CMS-PAS-FSQ-12-031

Low pile-up data

Low pile-up data

R=0.7



Konstantinos KousourisExperimental QCD

 [TeV]12m
-110×3 1 2 3 4

Ra
tio

 w
rt 

CT
10

0.5

1

1.5 * < 0.5y

 [TeV]12m
-110×4 1 2 3 4

Ra
tio

 w
rt 

CT
10

0.5

1

1.5 * < 1.0y )0.5 

 [TeV]12m
-110×6 1 2 3 4

Ra
tio

 w
rt 

CT
10

0.5

1

1.5 * < 1.5y )1.0 

 [TeV]12m
-110×8 1 2 3 4

Ra
tio

 w
rt 

CT
10

0.5

1

1.5
* < 2.0y )1.5 

 [TeV]12m
2 3 4 5

Ra
tio

 w
rt 

CT
10

0

0.5

1

1.5
* < 2.5y )2.0 

statistical error
Data with

uncertainties
Systematic

NLOJET++
×)) y* exp(0.3 

T
p=µ(

Non-pert. corr.

CT10

NNPDF 2.1

HERAPDF 1.5

MSTW2008

-1 dt = 4.8 fbL0
2011 Data

 = 7 TeVs
 = 0.6R  jets, tanti-k

ATLAS Preliminary

 (GeV)jjM
1000 2000 3000 4000 5000

R
at

io
 to

 N
N

PD
F2

.1
0

1

2

3
 < 2.5max2.0 < |y|

Data
CT10
HERA1.5
MSTW2008
ABKM09

CMS
 = 7 TeVs

-1L = 5.0 fb
 R = 0.7Tanti-k

Exp. Uncertainty

Theo. Uncertainty

 (GeV)jjM
200 1000 2000

 (p
b/

G
eV

)
m

ax
d|

y|
jj

/d
M

σ2 d

-610

-310

1

310

610

910
1010  )0 10× < 0.5 ( max|y|

 )1 10× < 1.0 ( max0.5 < |y|
 )2 10× < 1.5 ( max1.0 < |y|
 )3 10× < 2.0 ( max1.5 < |y|
 )4 10× < 2.5 ( max2.0 < |y|

CMS
 = 7 TeVs

-1L = 5.0 fb
 R = 0.7Tanti-k

ave
T

= p
F
µ= 

R
µ

 NP Corr.⊗NNPDF2.1 

20

Dijet cross sections @ 7 TeV
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‣ complementary to inclusive jets
‣ probe differently the partonic 
sub-processes
‣ compatible with pQCD @ NLO

- tension at higher rapidities
- agreement improves for larger 
jet sizes

PRD 87, 112002 (2013
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Impact of jet measurements on PDFs

Jet production probes below 1 TeV sensitive to the gluon and large-x: direct 
impact on Higgs production in gluon fusion

Above 1 TeV, 7 and 8 TeV data very sensitive to large-x quarks: direct impact on 
BSM high mass searches

Further quantification of PDF sensitivity with PDF correlations

6 Juan Rojo                                                                                                                      PDF@CMS Workshop,  CERN, 12/11/2012

pp->Jet + X pp->Jet + X

subprocess fraction

11 Juan Rojo                                                                                                                      PDF@CMS Workshop,  CERN, 12/11/2012

With the final version of the experimental covariance matrix, excellent description 
of the jet data by NLO QCD

!2 (NNPDF2.1) = 1.15

!2 (NNPDF2.1+CMSjets) = 1.05

x
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

R
[ x

g 
]

0.6

0.8

1

1.2

1.4

1.6

1.8

2
, ratio to NNPDF2.12 GeV4 = 102Q

NNPDF2.1

NNPDF2.1 + CMS Jets 2011 

, ratio to NNPDF2.12 GeV4 = 102Q

Ratio of gluons
x

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

R
[ x

u 
]

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2
, ratio to NNPDF2.12 GeV4 = 102Q

NNPDF2.1

NNPDF2.1 + CMS Jets 2011 

, ratio to NNPDF2.12 GeV4 = 102Q

Ratio of up quarks

Reduction of large-x PDF errors in gluons and quarks

12 Juan Rojo                                                                                                                      PDF@CMS Workshop,  CERN, 12/11/2012

With the final version of the experimental covariance matrix, excellent description 
of the jet data by NLO QCD

!2 (NNPDF2.1) = 1.15

!2 (NNPDF2.1+CMSjets) = 1.05

x
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

R
[ x

d 
]

0.4

0.6

0.8

1

1.2

1.4

1.6
, ratio to NNPDF2.12 GeV4 = 102Q

NNPDF2.1

NNPDF2.1 + CMS Jets 2011 

, ratio to NNPDF2.12 GeV4 = 102Q

Ratio of down quarks

xg
(x

)

0

0.5

1

1.5

2

2.5 ATLAS

2 = 1.9 GeV2Q
HERA I fit
HERA+ATLAS jets R=0.6 fit
HERA+ATLAS jets 2.76 TeV R=0.6 fit
HERA+ATLAS jets 7 TeV R=0.6 fit

re
l. 

un
ce

rt.

0.9
1

1.1

x
-310 -210 -110 1 P

re
li
m

in
ar

y

with CMS jets

x~0.2-0.6

3

  A major improvement in PDF sets is use of LHC data to constrain quark and gluon PDFs

 NNPDF2.3 is  only publicly available PDF set that includes constrains from LHC jet and W,Z data

 Near future goal: PDFs sets based only on collider data
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LHC data included in NNPDF2.3

x~0.05-0.2

‣ ATLAS and CMS data public
‣ first attempts from PDF fitters 
to include the LHC jet data 

- preliminary studies: jet data 
constrain the gluon PDF up to 
x~0.6 but also the u,d PDFs 
at higher x

‣ ratios between c.m. energies 
can constrain the PDFs further 
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measurements of αS
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Jets @ HERA

H1prelim-12-031

‣ inclusive, 2-jet, 3-jet cross sections
‣ probe pQCD calculations at lower scales

- good agreement between data & theory
‣ used to extract αS 
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Jet angular correlations

‣ novel observable: 
- number of jets, above pT,min, that accompany jet in angular distance ΔR
- sensitive to gluon emission  

‣ good agreement observed with pQCD @ NLO
- tension at low pT,min and small ΔR

‣ reduced scale choice and exp. uncertainties for this observable
- used to measure αS 

PLB 721 212 (2013)

D0 Collaboration / Physics Letters B 718 (2012) 56–63 59

The analysis presented in this Letter studies the properties of
multi-jet production based on an inclusive jet sample in pp̄ col-
lisions at

√
s = 1.96 TeV. While pQCD predictions for any cross

section at a hadron collider depend on the PDFs, quantities with
significantly reduced PDF sensitivity can be constructed. One class
of such quantities is ratios of three-jet and dijet cross sections.
Based on such ratios, one can exploit the high energy reach at
hadron colliders to determine αs and to test the predictions of the
RGE at previously unexplored momentum scales. A new observ-
able is introduced, which probes the angular correlations of jets
in the plane of rapidity y [10] and azimuthal angle φ. This ob-
servable measures the number of neighboring jets that accompany
a given jet with transverse momentum (pT ) with respect to the
beam axis. The measured quantity R#R is the ensemble average
over all jets in an inclusive jet sample of this observable. The inclu-
sive jet sample consists of all jets in a given data set, and these jets
are hereafter referred to as “inclusive jets”. The measured quantity
is given by

R#R
(

pT ,#R, pnbr
T min

)
=

∑Njet(pT )

i=1 N(i)
nbr(#R, pnbr

T min)

Njet(pT )
(1)

where Njet(pT ) is the number of inclusive jets in a given inclu-
sive jet pT bin, and N(i)

nbr(#R, pnbr
T min) is the number of neighboring

jets with transverse momenta greater than pnbr
T min, separated from

the i-th inclusive jet by a distance #R within a specified interval
#Rmin < #R < #Rmax with #R ≡

√
(#y)2 + (#φ)2. For #R < π ,

only topologies with at least three jets contribute to the numera-
tor of Eq. (1), in pQCD, and R#R is computed at lowest order as a
ratio of three-jet (O(α3

s )) and inclusive jet cross sections (O(α2
s )).

This ratio is proportional to αs .
This measurement is based on a data set corresponding to

an integrated luminosity of 0.7 fb−1 collected with the D0 de-
tector at the Fermilab Tevatron Collider. R#R(pT ,#R, pnbr

T min) is
measured in an inclusive jet sample at central rapidities |y| < 1
for pT > 50 GeV, defined by the Run II midpoint cone jet algo-
rithm [11] with a cone of radius Rcone = 0.7 in y and φ. It is
measured triple differentially, as a function of inclusive jet pT , for
different pnbr

T min, and in different #R regions. The pnbr
T min require-

ments are 30, 50, 70, or 90 GeV, respectively, and the different #R
intervals are 1.4 < #R < 1.8, 1.8 < #R < 2.2, and 2.2 < #R < 2.6.
For jets with Rcone = 0.7, the lower limit of #R > 1.4 ensures
that a jet does not overlap with its neighboring jets. The upper
limit on #R is smaller than π , so that contributing neighboring
jets stem only from three- (or more) jet topologies. The lowest
pnbr

T min requirement is chosen to ensure that the jet energy calibra-
tion and the jet pT resolutions are well understood. The trigger
efficiencies are high for jets with pT > 50 GeV in the inclusive jet
sample. The requirement of |y| < 1 implies that (|y| + #R) < 3.6
over the whole analysis phase space. In this rapidity region jets are
well-measured in the D0 detector. The data are corrected for ex-
perimental effects and are presented at the “particle level”, which
includes all stable particles as defined in Ref. [12].

A detailed description of the D0 detector can be found in
Ref. [13]. The event selection, jet reconstruction, and jet energy
and momentum correction follow closely those used in recent D0
measurements of inclusive jet, dijet and three-jet production rates
[14–18]. Jets are reconstructed in the finely segmented liquid-
argon/uranium calorimeter which covers most of the solid angle
for polar angles of 1.7◦ ! θ ! 178.3◦ [13]. For this measurement,
events are triggered by jet triggers. Trigger efficiencies are studied
as a function of jet pT by comparing the inclusive jet cross sec-
tion in data sets obtained by triggers with different pT thresholds
in regions where the trigger with lower threshold is fully efficient.
The trigger with lowest pT threshold is shown to be fully efficient

by studying an event sample obtained independently with a muon
trigger. In each inclusive jet pT bin, events are taken from a single
trigger which has an efficiency higher than 99%.

The position of the pp̄ interaction is determined from the
tracks reconstructed using data from the silicon detector and scin-
tillating fiber tracker located inside a 2 T solenoidal magnet [13].
The position is required to be within 50 cm of the detector cen-
ter in the coordinate along the beam axis, with at least three tracks
pointing to it. These requirements discard (7–9)% of the events, de-
pending on the trigger used. Contributions from cosmic ray events
are suppressed by requiring the missing transverse momentum in
an event to be less than 70% (50%) of the uncorrected leading jet
pT if the latter is below (above) 100 GeV. The efficiency of this re-
quirement for signal is found to be > 99.5% [14,18]. Requirements
on the characteristics of calorimeter shower shapes are used to
suppress the remaining background due to electrons, photons, and
detector noise that would otherwise mimic jets. The efficiency for
the shower shape requirements is above 97.5%, and the fraction of
background events is below 0.1% for all pT , as determined from
distributions in signal and in background-enriched event samples.

The jet four-momenta reconstructed from calorimeter energy
depositions are then corrected, on average, for the response of the
calorimeter, the net energy flow through the jet cone, additional
energy from previous beam crossings, and multiple pp̄ interactions
in the same event, but not for muons and neutrinos [14,18,19]. The
absolute energy calibration is determined from Z → e+e− events
and the pT imbalance in γ + jet events in the region |y| < 0.4.
The extension to larger rapidities is derived from dijet events us-
ing a similar data-driven method. In addition, corrections in the
range (2–4)% are applied that take into account the difference in
calorimeter response due to the difference in the fractional con-
tributions of quark and gluon-initiated jets in the dijet and the
γ + jet event samples. These corrections are determined using jets
simulated with the pythia event generator [20] that have been
passed through a geant-based detector simulation [21]. The to-
tal corrections of the jet four-momenta vary between 50% and 20%
for jet pT between 50 and 400 GeV. An additional correction is
applied for systematic shifts in |y| due to detector effects [14,18].
These corrections adjust the reconstructed jet energy to the energy
of the stable particles that enter the calorimeter except for muons
and neutrinos.

The differential distributions R#R(pT ,#R, pnbr
T min) are corrected

for experimental effects. Particle-level events are generated with
sherpa 1.1.3 [22] with MSTW2008LO PDFs [23] and with pythia
6.419 [20] with CTEQ6.6 PDFs [24] and tune QW [25]. The jets
from these events are processed by a fast simulation of the D0
detector response. The simulation is based on parameterizations of
jet pT resolutions and jet reconstruction efficiencies determined
from data and of resolutions of the polar and azimuthal angles of
jets, which are obtained from a detailed simulation of the detector
using geant.

The pT resolution for jets is about 15% at 40 GeV, decreas-
ing to less than 10% at 400 GeV. To use the fast simulation to
correct for experimental effects, the simulation must describe all
relevant distributions, including the pT , y and #R distributions for
the inclusive jets and the neighboring jets. The generated events
are reweighted, based on the properties of the generated jets, to
match these distributions in data. To minimize migrations between
inclusive jet pT bins due to resolution effects, we use the simula-
tion to obtain a rescaling function in reconstructed pT that opti-
mizes the correlation between the reconstructed and true values.
The bin sizes in the pT distributions are chosen to be approxi-
mately twice the pT resolution. The bin purity after pT rescaling,
defined as the fraction of all reconstructed events that were gen-
erated in the same bin, is above 50% for all bins. We then use
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3-jet over 2-jet cross-section ratio
ATLAS-CONF-2013-041

arXiv:1304.7498

‣ cross-section ratios R32 & N32: 
- inclusive 3-jet over 2-jet production
- sensitive to αS  

‣ multiple alternative phase-space options
- depending on the cut imposed on the 3rd jet pT

- expressed vs. different observables
- measuring the αS: vital to reduce scale 
uncertainty

αS scan

R32 vs <pT12>

N32 vs pT
lead

The second measured ratio is defined as

N3/2(p(all jets)
T ) =

PNjet
i

⇣
d�Njet�3/dpT,i

⌘

PNjet
i

⇣
d�Njet�2/dpT,i

⌘ (2)

This ratio is obtained by dividing the jet pT distribution for events with at least three jets, by that of events
with at least two jets. While the numerator and denominator used to define the quantity R3/2 receive a
single entry per event, the numerator and denominator used to calculate N3/2 receive one entry per jet.
The quantity N3/2 has sensitivity to ↵s comparable to that of R3/2 defined above.

Measurements of these two cross-section ratios are corrected for all experimental e↵ects in order to
be compared to NLO pQCD predictions, corrected for non-perturbative e↵ects.

3 The ATLAS detector

The ATLAS detector [8]1 is a general purpose, multi-layer detector located at the LHC. From the centre
outward, its main components are the inner tracking detector, the calorimeter system and the muon
detector system.

Jet identification and reconstruction relies primarily on information obtained from the calorimeter
system. The calorimeter system is divided into a central barrel and two endcaps. In each section, the
innermost layers consist of a highly segmented liquid argon electromagnetic calorimeter while the outer
layers are made of a more coarsely segmented hadronic calorimeter composed primarily of steel and
plastic scintillator tiles.

The ATLAS trigger system is divided into three successive decision layers: a Level-1 hardware trig-
ger followed by two layers of software trigger called Level-2 and Event Filter (not used in this analysis).
Early in the 2010 run, the selection of events based on single jet trigger requirements only relied on the
Level-1 trigger decision. At Level-1, jet candidates are identified using a sliding window algorithm run-
ning over calorimeter trigger towers. In the second part of the 2010 run, the selection of events based on
single jet trigger requirements relied on both the Level-1 and Level-2 trigger decision. The Level-2 trig-
ger system reconstructs jets in a region-of-interest using a simple cone algorithm running on calorimeter
cells.

4 Monte Carlo Samples

The ALPGEN [9] Monte Carlo generator with the CTEQ6L1 [10] parton distribution functions (PDFs)
is used to simulate jet production in proton-proton collisions at

p
s = 7 TeV. This generator uses leading-

order (LO) pQCD matrix elements to model hard scattering processes of two partons resulting in n-parton
final states (i.e. 2 ! n), where n ranges from two to six. The parton-level output is then interfaced with
the showering and hadronization algorithm provided by HERWIG/JIMMY [11–13]. These simulated
samples are produced with the ATLAS Underlying Event Tune 1 (AUET1) [14] set of parameters. The
four-vectors of these simulated samples are passed through the full simulation of the ATLAS detector
and trigger [15] implemented using GEANT4 [16]. The simulated events are then reconstructed using
the same algorithms and ATLAS analysis software used to process the data.

Correction factors, which are applied to NLO pQCD predictions to account for the non-perturbative
e↵ects of hadronization and underlying event (see Section 5), are obtained using PYTHIA [17, 18] and

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2).

2
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3-jet invariant mass @ 7 TeV
CMS-PAS-SMP-12-027

‣ measurement of the 3-jet invariant mass
- sensitive to PDFs
- sensitive to αs

‣ phase space determined by the maximum 
rapidity of the 3 leading jets

- up to |y|max = 2 and m3j ~ 3 TeV
‣ compatible with pQCD @ NLO
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Measurements of aS

‣ measurements compatible with the world average 
‣ precision dominated by theoretical uncertainty 
(scale choice)

- will improve with pQCD @ NNLO
- enough LHC data to exploit phase-space regions 
with small scale uncertainty (hard 3rd jet)

‣ measurements at different hard scales up to 1.5 
TeV confirm the running of the coupling constant

)
Z

(MSα
0.09 0.1 0.11 0.12 0.13

World average
PRD 86 010001 (2012)

CMS 3-jet mass
PAS SMP-12-027 (2013)

 xsectiontCMS t
PAS TOP-12-022 (2013)

32CMS R
arXiv:1304.7498 (2013)

32ATLAS R
ATLAS-CONF-2013-041 (2013)

Malaescu & Staronoitov (ATLAS incl. jets)
EPJ C72 2041 (2012)

RΔ R∅D
Phys. Lett. B718 56 (2012)

 incl. jets∅D
PRD 80 111107 (2009)

H1+ZEUS (NC, CC, jets)
H1-prelim-11-034, ZEUS-Prel-11-001

2H1 multijets at low Q
EPJ C67 1 (2010)

2H1 norm. multijets at high Q
H1-prelim-12-031

*pγZEUS incl. jets in 
Nucl.Phys. B864 1 (2012)
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Direct photon production
Compton

Annihilation

Fragmentation

‣ production mechanisms
- quark-gluon Compton scattering (dominant at LHC)
- quark-antiquark annihilation
- fragmentation of colored partons (greatly suppressed by requiring isolation)

‣ test of pQCD
- NLO calculations
- sensitive to gluon PDF

PRD 82 (2010) 014015
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Direct photon production

 Photon production directly sensitive to the gluon via QCD 
Compton scattering 

 Photon production was used in early PDF fits for gluon 
constraints, then replaced by jets due to poor data/theory 
agreement of some fixed-target data

 Recently reanalysis of all isolated collider photon data with the 
most updated theory, JetPhox+NNPDF2.1, and found overall 
agreement

 Moderate reduction of gluon PDF errors from LHC photon 
data, in the region relevant for Higgs production in gluon fusion

 Photon+jet data also studied, but need more precise data to 
impact on PDF uncertainties

7

(D’Enterria and Rojo, arXiv:1202.1762)

Quark-Gluon scattering

Juan Rojo                                                                                                             LHCP2013, Barcelona, 22/04/2013

(Carminati et al, arXiv:1212.5511)
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Quark-Gluon scattering
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Figure 3: Kinematical region in the x − Q2 plane probed by experimental isolated-γ data at collider
energies (red circles and triangles) which enter into this analysis (Table 1) compared to the coverage of
DIS, Drell-Yan and jet datasets (squares) used in the NNPDF2.1 global fits.

3 Theoretical setup

In this section the basic ingredients of the jetphox program used to compute the isolated-photon
cross sections are discussed, and the NNPDF reweighting technique employed to quantify the
impact of new data on the proton PDFs is briefly recalled.

3.1 Isolated-photon cross sections

Two types of processes contribute at leading order to prompt photon production in p-p and p-p̄
collisions: the ‘direct’ contribution, where the photon is emitted directly from a pointlike coupling
to the hard parton-parton vertex, and the ‘fragmentation’ (called also ‘anomalous’ in the past)
contribution, in which the photon originates from the collinear fragmentation of a final-state
parton. Schematically, the differential photon cross section as a function of transverse energy Eγ

T

and rapidity yγ can be written as

dσ ≡ dσ
dir

+ dσ
frag

=
∑

a,b=q,q̄,g

∫

dxadxb fa(xa;µ
2
F
)fb(xb;µ

2
F
) × (1)

[

dσ̂γ
ab(pγ , xa, xb;µR

, µ
F
, µ

ff
) +

∑

c=q,q̄,g

∫ 1

zmin

dz

z2
dσ̂c

ab(pγ , xa, xb, z;µR
, µ

F
, µ

ff
)Dγ

c (z;µ
2
ff
)

]

where fa(xa;µ2
F
) is the parton distribution function of parton species a inside the incoming pro-

tons at momentum fraction xa; dσ̂ab are the parton-parton subprocess differential cross sections;
and Dγ/k(z;µ

2
ff
) is the fragmentation function of parton k to a photon carrying a fraction z of

the parent parton energy, integrated from zmin = x
T
cosh yγ to 1. The scaled momentum x

T
is

7

Nucl. Phys. B860 (2012) 311

‣ large amount of photon measurements 
accumulated over the years 
‣ not used so far in the PDF fits

- probably missing the correlation of 
uncertainties?

‣ first attempt to include the photon 
measurements

- in the NNPDF framework
- moderate impact on the gluon PDF

‣ more photon data needed
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Photon cross section @ 7 TeV
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‣ new ATLAS measurement using the full 2011 dataset at 7 TeV
- extending the ET reach up to 1 TeV

‣ theory uncertainty dominated by the scale choice
- similar or larger than the experimental uncertainty

‣ theory prediction @ NLO agree with the data, within uncertainties
- tension observed in the pseudorapidity spectrum
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Photon+jet cross section
CMS-PAS-QCD-11-005

‣ photons produced in association with jets
- various configurations according to the jet 
and photon η
- additional information on the QCD dynamics 
and PDF constraints

‣ theory uncertainty dominated by scale choice
‣ theory prediction @ NLO agree with the data
‣ Sherpa describes the data well
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Photon+b production
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‣ photons produced in association with b jets
- at low pT Compton scattering dominates: b-quark comes from the proton 
(probe of the b-quark PDF)
- at high pT quark annihilation dominates: b-quark comes from gluon splitting

‣ theory uncertainty dominated by the scale choice
‣ theory prediction @ NLO does not describe the data
‣ Sherpa describes the data well
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Prompt isolated di-photon production
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‣ Higgs background
‣ probe of new physics
‣ sensitive to PDFs

pTγγ, Δφγγ
‣ sensitive to ISR and fragmentation
‣ re-summation important at Δφ~π (pT~0)
‣ collinear region (Δφ<2.5) needs NNLO JHEP 01 (2013) 086
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Prompt isolated di-photon production

JHEP 01 (2013) 086
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‣ parton-shower generators provide good description of the data 
- mimicking NNLO contributions by extra jet and photon radiation
- better description of fragmentation
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Prompt isolated di-photon production
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FIG. 1: (Color online) The differential cross section as a function of (a) Mγγ , (b) pγγ
T , (c) ∆φγγ , and (d) | cos θ∗| for the full

∆φγγ region from data (black points) and theory predictions (curves) are shown in the upper plots. The lower plots show the
ratio of data and diphox, resbos, and 2γnnlo predictions to the sherpa predictions. The inner line for the error bars in data
points shows the statistical uncertainty, while the outer line shows the total (statistical and systematic added in quadrature)
uncertainty after subtracting the 7.4% normalization uncertainty.

sulting from luminosity and diphoton selection efficiency
is not shown in the plots. The predictions from sherpa,
diphox and resbos are computed using the cteq6.6M
NLO PDFs [42], and from 2γnnlo using mstw2008

NNLO PDFs [43]. The PDF uncertainty is estimated
using diphox and the 44 eigenvectors provided with the
cteq6.6M PDF set. They are found to be within (3–
7)%. The renormalization µR, factorization µF , and frag-
mentation µf scales are set to µR = µF = µf = Mγγ .
The uncertainty due to the scale choice is estimated us-
ing diphox via a simultaneous variation by a factor of
two of all scales relative to the default values and found
to be about 10% for dσ/dMγγ and dσ/d| cos θ∗|, and a
maximum of (20–28)% for dσ/dpγγ

T at high pγγ
T and for

dσ/d∆φγγ at low ∆φγγ . All theoretical predictions are
obtained using diphoton event selection criteria equiva-
lent to those applied in the experimental analysis (as are
those used for the acceptance calculation). In particular,
the photon is required to be isolated by piso

T < 2.5 GeV.
For diphox, resbos, and 2γnnlo, ptot

T is computed at
the parton level. The cross sections from diphox, res-

bos and 2γnnlo are corrected for effects stemming from
multiple parton interactions and hadronization, while for
sherpa these effects are handled within the software
package. These corrections are estimated using diphoton
events simulated by pythia with Tunes A and S0 [37].
The corrections vary within (4–6)% as a function of the
measured kinematic variables and are consistent for both
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FIG. 1 (color online). Measured differential cross sections as functions of the diphoton mass (top) and transverse momentum
(middle), and of the azimuthal difference between the photon directions (bottom), compared with three theoretical predictions
discussed in the text. The left panels show the absolute comparisons. The lines show the predictions from SHERPA (dashed),
MCFM (solid), and NNLO (dotted). The right panels show the fractional deviations of the data from the theoretical predictions. The
lines show the scale uncertainty (dot dashed) and the PDF uncertainty (dotted) of the predictions. The vertical axis scales differ
between fractional-deviation plots. The shaded area around the data points indicates the total systematic uncertainty of the
measurement.
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similar conclusions from Tevatron measurements
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measurements with vector bosons + jets
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‣ comprehensive study of W+jets kinematics 
- important background for many new physics searches

‣ QCD @ NLO sufficient to describe the data
- LO generators (PS, or ME+PS) fail to describe the data at high jet multiplicities
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‣ W+b(b) production confronts the pQCD 
predictions in the presence of heavy quarks
‣ fiducial cross section of W+b(b) consistent with 
MCFM prediction within 1.5σ
‣ differential cross section shows some tension 
for increasing b-jet pT 

- but compatible within uncertainties

JHEP 06 (2013) 084
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‣ probes the strange content of the proton
- contribution from d quark about ~10% (Cabibbo suppressed)

‣ characteristic signature
- W boson and D meson with opposite sign (OS)
- backgrounds suppressed by subtracting OS - SS 

‣ experimental techniques for c identification
- ATLAS: D reconstruction from tracks combination
- CMS: jets with c content using secondary vertices

‣ theory predictions
- ATLAS: aMC@NLO
- CMS: MCFM

‣ overall agreement between data and theory
- measurement systematics limited
- differential distributions reproduced
- tension with some PDF sets

� (W+ + c̄)

� (W� + c)
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Z+jets

‣ important background for Higgs and new physics searches
‣ test of pQCD and MC generators 
‣ study of jet multiplicity and kinematic properties

- huge phase-space opened at the LHC energies and luminosities
‣ NLO at parton level interfaced with PS provides good description up to Njet=4 and of the entire 
leading jet pT spectrum
‣ ME+PS and PS generators describe the data as well

- MC@NLO predicts a much softer spectrum of the leading jet pT
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Z+jets: topological properties

Δφ(Z,J1)

‣ topological properties on azimuthal plane, inspired 
by dijet observables

- Δφ correlations between Z and up to the 3rd 
jet,and between jets

‣ LO 2→n ME + PS MC models describe data well
‣ boosted Z (pT > 150 GeV) explored for the first 
time

Transverse thrust

   

10

ΔϕΔϕ(Z, J1)(Z, J1)

 Shows a peak for Z and jet back 
to back and a long tail for events 
with many jets

 Both Sherpa (version 1.3.1. with 
default tune) and Madgraph give 
a good description of data

 Sherpa slightly undershoots at 
intermediate values

 Fewer events at 
intermediate jet 
multiplicity

 Pythia is unable to describe 
multi-jet configurations 

Error bars on data points: statistical uncertainty after unfolding

Shaded blue band: total data systematic
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 Fewer events at 
intermediate jet 
multiplicity
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Error bars on data points: statistical uncertainty after unfolding

Shaded blue band: total data systematic

Z pT > 150 GeV
Phys. Lett. B722 (2013) 238
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Z+b(b)

13

8 Results

The final cross sections are estimated per b-jet multiplicity bin and for each lepton flavor sepa-
rately. The results are summarised in Table 4.

Table 4: Cross sections at the particle level for the production of a Z boson in association with
exactly 1 b jet and at least 2 b jets, and the combination of the two (at least 1 b jet). The first
uncertainty is the statistical uncertainty, the second the systematic uncertainty.

Multiplicity bin µµ ee
s(Z(``)+1b) (pb) 3.52 ± 0.03 ± 0.22 3.51 ± 0.04 ± 0.23
s(Z(``)+2b) (pb) 0.38 ± 0.02 ± 0.07 0.32 ± 0.02 ± 0.06
s(Z(``)+b) (pb) 3.91 ± 0.04 ± 0.23 3.84 ± 0.04 ± 0.24
s(Z(``)+b)/s(Z(``)+j) (%) 5.23 ± 0.04 ± 0.24 5.08 ± 0.05 ± 0.24

Using the best linear unbiased estimator [35], results for the ee and µµ channels are found to
be compatible with a c2 probability of 42% and 78% respectively in the Z+1b and Z+2b cases.
They are therefore combined into a single measurement using the optimal set of coefficients
that minimise the total uncertainty on the combined result, taking into account statistical and
systematic uncertainties and their correlations.

The results are summarised in Table 5, and compared with the expectation from MadGraph
in both the five-flavor (5F) and the four-flavor (4F) scheme, using a global k-factor to correct
the inclusive Drell-Yan cross section to the next-to-next-to-leading order calculation. The com-
parisons show that the estimated cross sections are compatible, within uncertainties, with the
theoretical expectations from MadGraph in both calculation schemes.

Table 5: Cross sections for the production of a Z boson in association with exactly 1 b jet and
at least 2 b jets, and the combination of the two (at least 1 b jet), showing the statistical and
systematic uncertainties. The expectation from MadGraph includes the statistical uncertainty.

Multiplicity bin Measured MadGraph 5F MadGraph 4F
s(Z(``)+1b) (pb) 3.52 ± 0.02 ± 0.20 3.66 ± 0.02 3.11±0.03
s(Z(``)+2b) (pb) 0.36 ± 0.01 ± 0.07 0.37 ± 0.01 0.38±0.01
s(Z(``)+b) (pb) 3.88 ± 0.02 ± 0.22 4.03 ± 0.02 3.49±0.03
s(Z(``)+b)/s(Z(``)+j) (%) 5.15 ± 0.03 ± 0.25 5.35 ± 0.02 4.60±0.03

9 Conclusions

Cross sections of the Z(``)+b-jet(s) processes have been measured for events containing leptons
with p`T > 20 GeV, |h`| < 2.4, a dilepton invariant mass 76 < M`` < 106 GeV, jets with pj

T > 25
GeV and |h j| < 2.1, and a separation between the leptons and the jets of DR(l, j) > 0.5 The
results have been compared with the expectations at the particle level, and found to be in
agreement with the expectations from MadGraph in different calculation schemes for different
b-jet multiplicities: the production in association with any number of b jets, as well as for the
production in association with exactly one or at least two b jets.

Comparisons of the kinematic properties with simulations show potential limitations of the
MC event generator, which employs the Matrix Element + Particle Shower approach at leading
order with massless b quarks. Next-to-leading order simulations and/or simulations with mas-

CMS-PAS-SMP-13-004

‣ Z+b(b) cross section 
- in agreement with theory predictions

‣ Z+b/Z+j ratio
- inclusive measurement
- differential measurement vs jet pT and ΔφZ,jet

8

TABLE II: Systematic uncertainties for the ratio of differential cross sections.

Source of Systematic Uncertainty Uncertainty [%]
pjet

T [GeV] 20 − 30 30 − 40 40 − 55 55 − 70 70 − 200
Jet Energy Scale, Resolution 10.7 7.4 4.3 4.9 2.6

Template Shape 5.7 4.9 5.1 6.3 6.8
b tagging 1.2 1.4 1.9 2.5 2.6

Acceptance 3.3 3.4 0.4 3.2 5.9
pZ

T [GeV] 0 − 20 20 − 40 40 − 60 60 − 80 80 − 200
Jet Energy Scale, Resolution 16.4 5.7 2.0 0.8 1.5

Template Shape 6.1 4.8 5.1 6.2 6.4
b tagging 1.6 1.7 1.8 1.9 2.1

Acceptance 1.1 4.8 0.2 1.8 3.2
ηjet 0 − 0.25 0.25 − 0.5 0.5 − 1.0 1.0 − 1.5 1.5 − 2.5

Jet Energy Scale, Resolution 4.3 4.0 5.8 9.6 12.9
Template Shape 5.9 5.5 5.3 5.9 6.9

b tagging 1.3 1.3 1.4 1.5 5.7
Acceptance 1.5 2.2 2.7 5.1 8.6
∆ϕZ,jet [rad] 0 − 2.5 2.5 − 2.75 2.75 − 2.9 2.9 − 3.05 3.05 − 3.2

Jet Energy Scale, Resolution 11.5 8.8 6.6 5.3 3.8
Template Shape 6.6 5.6 5.5 4.8 4.9

b tagging 1.7 1.8 2.0 2.0 1.9
Acceptance 3.1 2.5 2.2 1.9 1.8
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FIG. 3: (color online) Ratios of the differential cross sections. The uncertainties on the data include statistical
(inner error bar) and full uncertainties (entire error bar). The data are compared to the prediction from alpgen,
sherpa, and the mcfm NLO calculation, where the band represents the variation of the renormalization and factor-
ization scales up and down by a factor of two. Bin centers are chosen using the prescription found in Ref. [24].
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FIG. 3: (color online) Ratios of the differential cross sections. The uncertainties on the data include statistical
(inner error bar) and full uncertainties (entire error bar). The data are compared to the prediction from alpgen,
sherpa, and the mcfm NLO calculation, where the band represents the variation of the renormalization and factor-
ization scales up and down by a factor of two. Bin centers are chosen using the prescription found in Ref. [24].

arXiv:1301.2233



Konstantinos KousourisExperimental QCD 44

Summary
significant ongoing effort to improve our understanding of QCD

‣ both experimental and theoretical

‣ rich QCD programs pursued by hadron collider experiments 

large datasets available

‣ Tevatron & HERA keep producing new and interesting results 

‣ LHC has provided access to a huge phase space

‣ will take a significant amount of time to analyze and digest all the collected data

much recent progress

‣ precise soft QCD measurements with sensitivity to diffraction, radiation modeling, multiple parton 
interactions and underlying event activity

‣ jet data have considerable impact on gluon and u/d quark PDFs

‣ photon data can be used for PDF fits as well

‣ measurements of αS at the TeV scale for the first time

‣ detailed measurements of W/Z + jets provide further insights into the QCD dynamics

comments on the theoretical tools

‣ in many areas the exp. precision reached makes the NLO predictions insufficient: NNLO needed for further 
progress in precision measurements !!

‣ with some tuning of the parameters, the LO ME or NLO interfaced with PS models provide adequate 
description of the data (e.g. suitable for background predictions)
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Inclusive jet production
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Figure 2: Ratios of data and theory for inclusive jet cross sections measured in hadron-
hadron collisions at different center-of-mass energies. The ratios are shown as a function of
the scaling variable xT = 2pT /

√
s. The theory results are computed for MSTW2008 PDFs.

11

22 1. Quantum chromodynamics

describe the shape of the photon pt across the entire measured range, showing the need
for an improved and consistent theoretical description of this process.
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Figure 1.1: A compilation of data-over-theory ratios for inclusive jet cross
sections as a function of jet transverse momentum (pT ), measured in different
hadron-induced processes at different center-of-mass energies; from Ref. 212. The
various ratios are scaled by arbitrary numbers (indicated between parentheses) for
better readability of the plot. The theoretical predictions have been obtained at
NLO accuracy, for parameter choices (coupling constant, PDFs, renormalization,
and factorization scales) as indicated at the bottom of the figure.

In the case of Z+jets, the Z momentum can be precisely reconstructed using the
leptons, allowing for a precise determination of the Z pt distribution, which is sensitive

November 1, 2011 13:45

‣ probes the dynamics of QCD
- counting the number of jets as a 
function of rapidity and pT

‣ stringent test of QCD 
- PDFs, strong coupling constant, 
perturbative calculations 
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Non-perturbative corrections

arXiv:1304.4739
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‣ data and theoretical predictions at the “particle level”
- data unfolded for detector smearing effects
- pQCD predictions corrected for MPI, PS, and hadronization effects

‣ non-perturbative correction
- important for low-pT jets
- very sensitive to the size of the jet
- heavily dependent on the MC generators

R=0.4 R=0.6
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Inclusive jets (R=0.5)
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Inclusive jets (R=0.7)
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